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Resumo

Sistemas operacionais, como Windows 10 e 11, sustentam atividades criticas em ambientes
pessoais e corporativos, de modo que falhas neste software podem comprometer a
disponibilidade dos servigos e a experiéncia dos usuarios. Nesse cendrio, torna-se relevante
analisar sistematicamente eventos de falha e estruturar informagdes que apoiem o diagndstico
de causas e o aprimoramento da confiabilidade dos computadores avaliados. Este trabalho
apresenta o desenvolvimento e aprimoramento da plataforma X-RAT (X-Reliability Analysis
Tool), uma ferramenta voltada para a andlise e geragdo automdtica de relatérios de
confiabilidade de software em sistemas operacionais (SOs), com foco nos Windows 10 e 11. A
plataforma coleta logs, extrai eventos de falha, armazena os dados em um banco de dados e os
processa por meio de algoritmos de categorizacao das falhas baseada em critérios como falhas
de kernel (OSknL), servicos (OSgvc), aplicagoes do sistema (OSapp) e aplicagoes do usuario
(USRapp). Além disso, sdo calculadas diversas métricas estatisticas, incluindo a frequéncia das
causas de falhas, a distribuicdo das falhas por categoria e a ocorréncia dessas categorias ao
longo do dia (Madrugada, Manha, Tarde e Noite) e dos dias da semana. Por fim, a partir dos
tempos entre falhas, aplicam-se métricas de confiabilidade, como MTBF (Mean Time Between
Failures) e MTTF (Mean Time To Failure), bem como andalises baseadas em distribuigtes de
probabilidade. Cada andlise é formalizada em um relatério gerado automaticamente pela
plataforma. O objetivo deste trabalho é refatorar integralmente a plataforma previamente
desenvolvida, que atualmente se encontra desatualizada e incompleta. A nova versdo tera como
diferencial a inclusdo de funcionalidades adicionais, entre elas a coleta automaética das falhas e
diagnosticos mais precisos das causas dessas falhas, permitindo uma andlise aprofundada e
contribuindo para uma tomada de decisdo mais informada no aprimoramento da confiabilidade

dos computadores analisados.

Palavras-chave: Confiabilidade de Software. Sistemas Operacionais. Relatério de Confiabili-
dade. Causas de Falhas.






Abstract

Operating systems such as Windows 10 and 11 support critical activities in both personal
and corporate environments, so failures in this software can compromise service availability and
user experience. In this context, it becomes relevant to systematically analyze failure events and
structure information that supports the diagnosis of root causes and the improvement of the
reliability of the evaluated computers. This work presents the development and enhancement of
the X-RAT platform (X-Reliability Analysis Tool), a tool designed for the analysis and automatic
generation of software reliability reports in operating systems (OSs), focusing on Windows 10
and 11. The platform collects logs, extracts failure events, stores the data in a database, and
processes them through failure categorization algorithms based on criteria such as kernel failures
(OSknNL), service failures (OSgvc), system application failures (OSapp), and user application
failures (USRapp). In addition, several statistical metrics are computed, including the frequency
of failure causes, the distribution of failures by category, and the occurrence of these categories
throughout the day (Early Morning, Morning, Afternoon, and Evening) and the days of the
week. Finally, based on the times between failures, reliability metrics such as MTBF (Mean Time
Between Failures) and MTTF (Mean Time To Failure) are applied, as well as analyses based
on probability distributions. Each analysis is formalized in a report automatically generated by
the platform. The goal of this work is to fully refactor the previously developed platform, which
is currently outdated and incomplete. The new version will feature additional functionalities,
including automatic failure collection and more accurate diagnostics of failure causes, enabling
deeper analysis and contributing to more informed decision-making in improving the reliability

of the analyzed computers.

Keywords: Reliability of Software. Operating Systems. Reliability Report. Failure Causes.
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CAPITULO

Introducao

Os Sistemas computacionais tornaram-se onipresentes na sociedade moderna, sendo
amplamente utilizados em diversos setores essenciais, como saide, comunicacao,
educagao, negocios e servigos publicos (PETRICEK, 2020; BENNETT; BRACHMAN,
2010; ESPOSITO; MASTROIANNI, 2002; ABBAS; KHAN; ALI, 2023). Essa
onipresenca faz com que as falhas desses sistemas tenham um impacto significativo na
vida humana, causando desde simples inconvenientes até danos catastréficos (MARTIN,
2023; SMITH, 2023). Dentre todas as ameagas ao correto funcionamento de sistemas
computacionais, ¢ amplamente conhecido que as falhas de software sao predominantes
(SALFNER; LUTZ; MALEK, 2006; MARTINO, 2014). De acordo com (INSTITUTE,
2021), falhas de software foram a principal causa de 119 interrupgoes em servidores

relatadas publicamente em 2020.

Nesse contexto, a confiabilidade de software emerge como atributo critico da
engenharia de sistemas, referindo-se a capacidade de um software desempenhar
corretamente suas fungoes sob condigoes especificas durante um periodo determinado
(ANSI/IEEE, 1991). Esse conceito é fundamental para sistemas em que falhas podem
resultar em sérias consequéncias, como a interrupcao de servicos, perda de dados ou, em
casos mais graves, riscos a seguranca. A confiabilidade é frequentemente vista como uma
métrica da qualidade do software, especialmente em ambientes criticos. Conforme
estabelecido por normas internacionais, como a ISO/IEC 9126(AL-KILIDAR; COX;
KITCHENHAM, 2005), confiabilidade pode ser definida pela capacidade do sistema de
se recuperar de falhas ou erros, mantendo o comportamento dentro de limites aceitdaveis.
Garantir essa confiabilidade torna-se, portanto, essencial para prevenir interrupgoes e
assegurar a continuidade dos servigos. Compreender como as falhas de software ocorrem
é uma area de interesse nao s6 para a academia, mas também para a industria, pois

pode levar a avancos significativos na confiabilidade de sistemas de software.
A analise sistematica de falhas em sistemas operacionais representa um desafio

particularmente relevante, considerando que a maioria das aplicacbes depende desses

sistemas para funcionar. Quando o sistema operacional falha, todas as aplica¢des que
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operam sobre ele sao potencialmente comprometidas. Os trabalhos de (PEIXOTO,
2023) e (LOPES, 2023) alcancaram avangos iniciais relevantes ao desenvolverem a
primeira versao da plataforma X-RAT, voltada a analise de logs de falhas nos sistemas
operacionais Windows 10 e 11. Esses estudos evidenciaram que a analise automatizada
de logs possibilita a identificacdo de padroes recorrentes de falhas. No entanto, ambos se
limitaram ao desenvolvimento do Back-end da plataforma.

Este trabalho surge, entao, da necessidade de superar essas limitagdes através do
desenvolvimento Full Stack da plataforma X-RAT, contemplando tanto o Front-end
quanto uma refatoracdo completa do sistema. A proposta inclui a incorporacao de
funcionalidades avancadas, com destaque para a identificacdo automatizada das causas
de falhas. O objetivo central é caracterizar as causas de falhas em computadores com
Windows 10 e 11, identificando fatores contextuais que influenciam seu comportamento
em diferentes ambientes de uso.

Além disso, a plataforma X-RAT é organizada em dois fluxos distintos e
complementares: o fluxo administrativo e o fluxo do participante (usuario). No fluxo
administrativo, acessivel mediante autenticagdo, administradores gerenciam usuarios e
permissoes, definem e mantém os critérios de categorizacdo, cadastram e editam as
causas associadas aos codigos hexadecimais e mantém a lista de eventos que nao serao
considerados falhas, atuando sobre um conjunto de CRUD voltados a curadoria e a
configuragao da ferramenta. No fluxo do participante, o usuario final interage com a
interface Front-end para localizar e enviar os arquivos de log do Windows
(Application.evtx e System.evtx), preencher o formuldrio de caracterizagdo do ambiente
(laboratorial, corporativo ou pessoal) e submeter os registros para processamento no
Back-end. No processamento, os arquivos .evtx sao extraidos, timestamps sao
normalizados com identificagao do fuso real, eventos nao-falha sao filtrados, e os eventos
sao automaticamente classificados nas categorias Kernel do Sistema Operacional
(OSknL), Servigos do Sistema Operacional (OSgyc), Aplicativos do Sistema (OSapp) €
Aplicativos do Usuério (USRapp). A partir dai, calcula-se a estatistica das causas,
distribuigoes temporais (periodos do dia e dias da semana), tempos entre falhas (TBF) e
métricas de confiabilidade como MTBF e MTTF, além de testes de aderéncia para
ajuste de distribuicbes probabilisticas; por fim, os resultados sao apresentados ao
usuario por meio de relatérios automaticos, tabelas e graficos na interface

internacionalizada da plataforma.

1.1 Motivacao

A crescente dependéncia da sociedade moderna de sistemas computacionais torna a
confiabilidade do software um aspecto essencial, especialmente em ambientes onde

interrupgoes podem resultar em prejuizos operacionais, econémicos ou de segurancga.
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Embora os sistemas Windows 10 e 11 registrem detalhadamente eventos e falhas em
seus arquivos de log, esses dados, por si s0, nao oferecem meios claros e acessiveis para
que usudrios ou analistas identifiquem padroes, compreendam as causas das falhas ou
avaliem o nivel de confiabilidade dos sistemas. Trabalhos anteriores relacionados a
plataforma X-RAT demonstraram o potencial da anélise automatizada desses registros,
porém apresentavam limitacoes importantes, como auséncia de coleta automatica, falta
de uma interface integrada e impossibilidade de identificar causas de falhas de forma
sistematica.

Diante dessas lacunas, surge a necessidade de uma solugao que automatize tanto a
coleta quanto o processamento e a interpretacao dos eventos registrados, apresentando-
os de maneira clara e compreensivel. A motivacdo deste trabalho estd, portanto, na
oportunidade de aprimorar a plataforma X-RAT para torna-la capaz de identificar causas
de falhas, contextualizar sua ocorréncia em diferentes ambientes e apresentar métricas
de confiabilidade de forma integrada. Com isso, busca-se facilitar a andlise de falhas
em sistemas operacionais, tornando-a acessivel nao apenas a especialistas, mas também
a profissionais e institui¢oes que dependem da estabilidade de seus computadores para
atividades cotidianas. A andlise das causas de falhas em sistemas operacionais é crucial
porque falhas podem originar-se em multiplas camadas: no kernel (ntcleo do sistema),
em servigos do SO, em aplicagoes internas do sistema operacional ou em aplicagoes do
usuario. Compreender essa pluralidade de origens é fundamental para uma avaliacao
abrangente da confiabilidade do sistema como um todo, evitando o viés de considerar

apenas falhas no kernel ou em aplicagoes especificas.

1.2 Objetivos

1.2.1 Objetivo Geral

Investigar as causas de falhas em computadores que operam com os sistemas Windows
10 e 11, uma vez que sao os sistemas operacionais desktop mais amplamente utilizados

atualmente.

1.2.2 Objetivos Especificos

1 Desenvolver a arquitetura Full Stack da plataforma X-RAT, contemplando tanto o

Front-end quanto o Back-end;

1 Implementar mecanismos de deteccao automatica de falhas a partir dos logs do

sistema operacional;

O Criar sistema de categorizacao de falhas baseado nas classes: kernel (OSkny), ser-

vigos (OSgvc), aplicagdes do sistema (OSapp) e aplicagoes do usuario (USRapp);
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(A Identificar as causas das falhas por meio da interpretacao dos cédigos hexadecimais

com base na documentagao oficial da Microsoft;

(Q Elaborar relatérios detalhados que oferecam informagoes relevantes sobre o

comportamento das falhas em ambientes de uso real;

[ Implementar métricas de confiabilidade como MTBF (Mean Time Between Failures)

e MTTF (Mean Time To Failure) para analise quantitativa.

1.3 Contribuicoes
Este trabalho contribui para o campo de confiabilidade de software ao:

1. Desenvolver uma nova versao da plataforma X-RAT com foco, mais especificamente,
no Front-end, de modo a proporcionar uma visualizacao integrada e automatizada

dos resultados de confiabilidade;

2. Implementar um método de identificacdo e categorizagao das causas de falhas de

software;

1.4 Organizacao da Monografia

O presente trabalho esta estruturado da seguinte forma:

No Capitulo 2 - Fundamentacao Teodrica, sdo apresentados os conceitos essenciais
relacionados a confiabilidade de software e analise de falhas em sistemas operacionais.
Esta secdo aborda métricas fundamentais, como MTBF (Mean Time Between Fuailures)
e MTTF (Mean Time To Failure), além dos tipos de falhas mais recorrentes em sistemas
Windows, categorizando-as em falhas de aplicacdo, servigos e kernel. Esses conceitos
servem como base para a compreensao da analise de logs e a categorizagao das falhas, que
sdo centrais para o desenvolvimento da plataforma X-RAT.

No Capitulo 3 - Especificacao da Plataforma, ¢é descrito o processo
metodologico adotado para o desenvolvimento deste trabalho. Sao apresentadas as
etapas de desenvolvimento e refatoracao da plataforma X-RAT, detalhando as etapas de
coleta, processamento e andlise de logs. Este capitulo também aborda o ciclo de
desenvolvimento e o estudo de caso que serda conduzido para avaliar a eficacia da
plataforma em ambientes variados, como laboratérios, empresas e uso pessoal.

No Capitulo 4 - Resultados da Implementacgao sao apresentados os resultados
da refatoracdo e implementacao da plataforma X-RAT. Este capitulo descreve o fluxo
completo da ferramenta, desde a coleta e envio dos arquivos de log do sistema operacional
e o preenchimento do formulario de caracterizacao, até a andlise e categorizacao das

falhas. Sao exibidas as interfaces desenvolvidas, como o painel administrativo, os médulos
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de cadastro e gerenciamento de causas de falhas, critérios de categorizagdo e eventos
nao caracterizados, além da interface de analise e geragdo automatica dos relatorios de
confiabilidade. Também sdo mostrados os resultados visuais da plataforma, incluindo

tabelas, graficos e o suporte a internacionalizacao.
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CAPITULO

Fundamentacao Teorica

2.1 Confiabilidade de Software

A confiabilidade de software é um dos atributos mais criticos na engenharia de
sistemas, sendo responsavel pela capacidade de um software desempenhar corretamente
suas fungoes sob condigoes especificas durante um periodo determinado. Esse conceito é
fundamental para sistemas em que falhas podem resultar em sérias consequéncias, como
a interrupcao de servicos, perda de dados ou, em casos mais graves, riscos a seguranca.
A confiabilidade é frequentemente vista como uma métrica da qualidade do software,
especialmente em ambientes criticos. Conforme estabelecido por normas internacionais,
como a [SO/IEC 9126(AL-KILIDAR; COX; KITCHENHAM, 2005), confiabilidade pode
ser definida pela capacidade do sistema de se recuperar de falhas ou erros, mantendo o

comportamento dentro de limites aceitaveis.

2.1.1 Meétricas de Confiabilidade

Nesta secao, sao apresentadas as principais métricas utilizadas para medir a
confiabilidade de sistemas de software, conforme descrito no Handbook of Software
Reliability Engineering (LYU et al., 1996). Cada métrica contribui para a avalia¢do do
desempenho e da robustez do sistema ao longo do tempo, permitindo prever a

ocorréncia de falhas e planejar medidas de mitigacao.

2.1.1.1 Confiabilidade

A confiabilidade de um sistema, denotada por R(t), é a probabilidade de que o sistema
funcionara corretamente durante um intervalo de tempo t, sem apresentar falhas. A

férmula é dada por:

R(t) =1— F(t)
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Onde F(t) é a funcdo de distribuicao de falhas, representando a probabilidade

acumulada de falha até o tempo t.

2.1.1.2 Warranty Time

O warranty time é definido como o maior tempo entre falhas observado em um conjunto
de dados, utilizado para determinar o tempo méaximo de operagao sem falhas. A férmula

para o warranty time é:

WT = max(TBF)

Onde T BF' ¢é o tempo entre falhas observado no sistema.

2.1.1.3 Tempo Médio para Falha (MTTF)

O tempo médio para falha MTTF é o valor esperado do tempo até que ocorra a

primeira falha em um sistema nao reparavel. E calculado pela integral da funcdo de

confiabilidade:
MTTF = / T R(t) dt
0

2.1.1.4 Tempo Médio para Reparo (MTTR)

O tempo médio para reparo MTTR é o tempo esperado para que um sistema seja

restaurado apds uma falha. A férmula para MTTR é dada por:

MTTR = /Ootg(t) dt
0

Onde ¢(t) é a fungao densidade de reparo, descrevendo o tempo necessério para res-

taurar o sistema.

2.1.1.5 Tempo Médio entre Falhas (MTBF)

O tempo médio entre falhas MTBF é utilizado para sistemas que sdo reparaveis e
representa o tempo médio de operacdo entre falhas. E dado pela soma do tempo médio

para falha MTTF e o tempo médio para reparo MTTR:

MTBF = MTTF + MTTR

2.2 Falhas de Software

Falhas de software sao eventos indesejados que ocorrem quando o servigo fornecido

por um sistema se desvia do servigo correto, ou seja, quando o sistema deixa de executar
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a funcao para a qual foi projetado, entregando um resultado incorreto. Seguindo a
taxonomia descrita por Avizienis et al. (AVIZIENIS et al., 2004) referenciada em
(SANTOS; JR.; TRIVEDI, 2021), podemos distinguir trés conceitos principais

relacionados as falhas de software:

1. Falha: Um evento que ocorre quando o servigo fornecido pelo sistema se desvia do
servigo correto, ou seja, quando o sistema nao realiza exatamente o que se espera.
Uma falha nem sempre resulta em uma interrup¢do completa (como um
travamento), podendo ocorrer em formas mais sutis que afetam a funcionalidade
esperada do software sem necessariamente causar um bloqueio ou encerramento do

sistema.

2. Erro: Refere-se a consequéncia de uma falta, onde o estado incorreto gerado pela
falta causa uma diferenca entre o servico esperado e o servigo entregue pelo sistema.
Esse estado incorreto pode ser perceptivel ou nao, mas representa uma discrepancia

em relagdo ao funcionamento correto do sistema.

3. Falta (Fault): A causa de um erro, geralmente relacionada a um defeito ou bug
no codigo do software. A falta é a origem que, quando ativada sob determinadas
condicoes, desencadeia uma sequéncia que leva ao erro e, eventualmente, a falha

observada no servigo do sistema.

Essa definicdo permite considerar que falhas de software nem sempre causam
interrupgoes completas, como travamentos ou encerramentos, mas podem incluir eventos
que, embora nao desativem o sistema, resultam em um servico que se desvia do
esperado. FEssa abordagem permite uma andlise mais abrangente das falhas e evita o
viés de selecao ao considerar apenas falhas que resultam em travamentos ou interrupgoes
completas do sistema (SANTOS; JR.; TRIVEDI, 2021).

2.3 Categorias de Falhas

A categorizacao de falhas de software pode ser dividida em dois principais niveis de
andlise: falhas do SO e falhas de aplicagoes do usuario. Essa categorizacao permite uma
analise detalhada dos diferentes pontos onde as falhas podem ocorrer. Para o sistema
operacional, as falhas podem ocorrer no nicleo do sistema, em servicos operacionais em
segundo plano ou em aplicagdes que interagem diretamente com o usuario. A seguir, sao

descritas essas categorias:

1. Falhas do SO:
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a) Falhas no Kernel (OSkn1): Ocorréncias de falhas no cédigo do kernel do
sistema operacional, que frequentemente resultam em travamentos ou reinici-
alizagoes, devido ao impacto direto no gerenciamento de hardware e na execu-

¢ao de fungoes criticas do sistema.

b) Falhas em Servicos do Sistema Operacional (OSgyc): Esses servigos
operam no espaco de usuario, executando em segundo plano para fornecer
funcionalidades como gerenciamento de impressao, agendamento de tarefas e
eventos do sistema. Embora essas falhas nem sempre causem uma interrupg¢ao
completa, elas resultam em uma degradacao do servico fornecido, afetando a

confiabilidade percebida pelo usuario.

c) Falhas em Aplicagées do Sistema Operacional (OSapp): Compreende
falhas que ocorrem em aplicagoes internas do sistema, como o gerenciador de
janelas. Essas falhas impactam diretamente a experiéncia do usudrio, mas sem

afetar o nucleo do sistema.

2. Falhas de Aplicagdes do Usuario (USRapp): Falhas que ocorrem nas
aplicacoes de usuario, que sdo os programas com oOs quais o usuario interage
diretamente, como editores de texto, navegadores e outros softwares de
produtividade. Como essas falhas acontecem no espaco de usuario, elas nao
interferem diretamente no funcionamento do sistema operacional em si, mas
comprometem a funcionalidade e a experiéncia do usuério ao utilizar a aplicagao

especifica.

Essa categorizacao considera que falhas em qualquer uma dessas camadas podem
desviar o servico fornecido pelo sistema do servigo correto esperado pelo usuédrio, mesmo
que nao resulte necessariamente em um travamento ou reinicializacdo. Ao analisar as
falhas em multiplas camadas do sistema operacional, este modelo permite uma avaliacao
mais precisa da confiabilidade do sistema operacional como um todo, conforme
recomendado em estudos como o de (SANTOS; JR.; TRIVEDI, 2021), que indicam a
importancia de nao limitar a andlise apenas a falhas no kernel para uma avaliacdao

completa da confiabilidade do sistema.

2.4 Abordagem de desenvolvimento de software

Segundo (SOMMERVILLE, 2018), a selegdo de uma abordagem de desenvolvimento
de software pode ser orientada por uma série de perguntas-chave, que exploram aspectos
técnicos, humanos e organizacionais do sistema, da equipe de desenvolvimento e dos
stakeholders envolvidos. Esses fatores permitem uma analise aprofundada para escolher
entre abordagens de desenvolvimento dirigidas por plano ou dgeis. A Figura 1 apresenta

os fatores considerados para a escolha de cada abordagem.
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Sistema Time Organizacao
Tipo Vida atil Tecnologia Distribuicdo Contratos Entrega
| |
Escala Regulacao Competéncia Cultura

Figura 1 — Fatores que influenciam a escolha entre desenvolvimento dirigido por plano ou
agil. Fonte: Sommerville, 2018.

Questoes Técnicas

1. Qual é o tamanho do sistema que esti sendo desenvolvido? E um software

de pequeno porte.

2. Que tipo de sistema estd sendo desenvolvido? Uma aplicacdo web de

complexidade de pequena a média.

3. Qual é a vida til prevista para o sistema? A vida til prevista para o sistema
¢é classificada como de média duragao, com base na vida util média dos sistemas
operacionais Windows 10 e 11, que é de aproximadamente 10 anos (Microsoft, 2023).
Isso é conforme a politica de suporte da Microsoft, que divide esse periodo em 5 anos
de suporte mainstream e 5 anos de suporte estendido, com garantias de atualizagoes

de seguranca e corregoes criticas.

4. O sistema esta sujeito a controle externo? Sim, o sistema esta sujeito a
controle externo, pois deve atender as regulamentacoes de seguranca e privacidade
estabelecidas pela LGPD no Brasil (BRASIL, 2018).

Questoes Humanas

1. Qual é o nivel de competéncia dos projetistas e programadores do time
de desenvolvimento? O time é multidisciplinar, com pessoas tendo experiéncia e

sendo competentes em areas diversas do desenvolvimento de projetos de software.

2. Como esta organizado o time de desenvolvimento? O time é pequeno, e

apesar de terem papéis definidos, todos devem participar da maioria das atividades.

3. Quais sao as tecnologias disponiveis para apoiar o desenvolvimento do

sistema? Ha& um bom escopo ferramental e tecnoldgico.
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Considerando as respostas obtidas com base nas perguntas propostas por
(SOMMERVILLE, 2018), foi possivel chegar as seguintes conclusoes:

O software a ser desenvolvido é de porte pequeno, com complexidade baixa a média e
vida 1til curta, o que torna viavel a aplicagao de uma metodologia agil, pois nao exige um
esfor¢o intenso de documentacao para comunicacao entre a equipe e o cliente. A equipe de
desenvolvimento é composta por membros experientes e familiarizados com as tecnologias
necessarias, utilizando ferramentas produtivas que facilitam a colaboragao e comunicacao
interna. Essas caracteristicas reforcam a adequacao de uma metodologia agil, ja que o
trabalho em equipe ocorre de forma eficiente. A implementacao pode ser iniciada antes
que o produto esteja totalmente especificado, permitindo entregas incrementais e rapidas,
que podem ser ajustadas com base em feedbacks. Portanto, a abordagem mais adequada

para este projeto é o desenvolvimento de software agil.

2.5 Trabalhos Relacionados

Esta secao apresenta e discute os trabalhos relacionados, destacando as contribuicoes
relevantes no contexto deste estudo. A seguir, sdo descritos os principais projetos e
pesquisas realizados, incluindo os trabalhos desenvolvidos pelo autor, que se relacionam
com o tema abordado.

O trabalho de Oliveira (OLIVEIRA, 2018) foca na andlise da confiabilidade do
sistema operacional Windows 10, que utilizou a ferramenta OSRat para explorar dados
de falhas de software. Este estudo contribui ao estruturar um processo de extracao e
organizacao dos dados dos arquivos de log do sistema, seguido por uma analise criteriosa
que facilita a classificagdo das falhas em diferentes categorias. Essa abordagem é
essencial para compreender os desafios de confiabilidade especificos do Windows 10, um
dos sistemas mais utilizados atualmente, e serve como base para o aprimoramento de
futuras pesquisas na plataforma X-RAT, que busca analisar e prever falhas de forma
mais abrangente.

No trabalho de Santos et al. (SANTOS; MATIAS; TRIVEDI, 2020), foi proposto um
método estatistico para prever falhas de sistemas operacionais com base na associacao de
miultiplos eventos de falha. Este estudo se destaca pela aplicacao de técnicas avancadas
de andlise de dados, que permitiram identificar correlagoes entre falhas consecutivas. A
abordagem desenvolvida possibilita uma andalise mais profunda da confiabilidade do sis-
tema, fornecendo insights para melhorar a prevencao de falhas e a manutencao de siste-
mas criticos.

Santos et al. (SANTOS; JR.; TRIVEDI, 2021) realizaram uma analise detalhada das
causas de falhas tanto em sistemas operacionais quanto em softwares de aplicacao em
multiplos locais. O estudo examinou falhas de diversos tipos, visando identificar padroes

de falhas que impactam a confiabilidade de softwares amplamente utilizados, com foco na
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variacao entre diferentes ambientes operacionais. Esta pesquisa é relevante para entender
como diferentes fatores ambientais influenciam as causas de falhas e para a implementacao
de abordagens preventivas.

O trabalho de Diogo Canut Freitas Peixoto (PEIXOTO, 2023) contribuiu com o
desenvolvimento da plataforma X-RAT que implementou uma engine dedicada a andlise
automatizada de logs de falhas, focada em sistemas operacionais Windows. Esse projeto
facilitou o processo de leitura e categorizacao de eventos de falha, estabelecendo uma
base sélida para a geracao automatica de relatérios de confiabilidade. A partir dessa
estrutura, o presente trabalho amplia o escopo da X-RAT, direcionando a andlise para
grupos de computadores em diferentes ambientes e explorando como as caracteristicas
desses contextos influenciam a frequéncia e o tipo de falhas. Assim, o estudo atual se
apoia nas funcionalidades desenvolvidas por Peixoto, estendendo-as para uma aplicacao
que abrange ambientes variados e possibilita uma compreensao mais ampla dos fatores
que impactam a confiabilidade de sistemas.

O trabalho de Bruno Coelho Lopes (LOPES, 2023) contribuiu com o aprimoramento da
plataforma X-RAT, que introduziu métodos de andlise preditiva baseados em padroes de
eventos multiplos, com foco na antecipacao de falhas em sistemas operacionais Windows.
Essa pesquisa forneceu uma base sélida de técnicas que permitiram identificar padroes de
falhas recorrentes, estabelecendo uma estrutura inicial para a andlise de confiabilidade.
A partir desses avancos, o presente trabalho expande a andlise da X-RAT para multiplos
grupos de computadores em diferentes ambientes, explorando como fatores contextuais
influenciam a ocorréncia de falhas. Dessa forma, a pesquisa atual se apoia nas melhorias
propostas por Lopes, mas direciona o foco para a analise em contextos variados, ampliando

a aplicabilidade e a precisao da plataforma em ambientes especificos.

2.6 Sintese e Comparacao dos Trabalhos

Relacionados

Os trabalhos analisados oferecem fundamentos conceituais e experimentais essenciais
para o desenvolvimento deste projeto, especialmente no que se refere a caracterizagao de
falhas de software, confiabilidade de sistemas operacionais e métodos de analise de
eventos. Em particular, estudos como o de Matias e Oliveira, bem como as pesquisas de
Santos, Matias e Trivedi, reforcam a necessidade de avaliar a confiabilidade do sistema
operacional considerando miiltiplas categorias de falhas, o que vai ao encontro da
taxonomia empregada na plataforma X-RAT (SANTOS; JR.; TRIVEDI, 2021; JR. et
al., 2013; JR. et al., 2014; OLIVEIRA, 2018). Esses trabalhos também evidenciam a
relevancia de analisar dados reais provenientes de ambientes diversos, o que fundamenta
as escolhas metodologicas adotadas neste TCC. Além disso, pesquisas voltadas para a

predicao de falhas e associacdo multipla de eventos destacam padrdes recorrentes
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presentes em ambientes reais, fornecendo subsidios importantes para a extensao e
aprimoramento da X-RAT (SANTOS; MATIAS; TRIVEDI, 2020; LOPES, 2023). Esses
estudos influenciam diretamente a abordagem de extragdo, processamento e andlise
estatistica empregada, reforcando a importancia de métricas como MTBF, distribuicoes

de falhas e categorizacao detalhada dos eventos.

Por outro lado, os trabalhos existentes nao contemplam elementos essenciais
abordados neste projeto. Nenhum deles apresenta uma solucao integrada com pipeline
completo — desde a coleta automatizada dos arquivos de log até a geracao dinamica e
estruturada de relatérios. Também nao ha, nessas pesquisas, a implementagdo de uma
interface moderna, mecanismos de administracdo da plataforma ou a criacdo de um
modulo dedicado exclusivamente a identificagdo estruturada das causas de falhas, de
forma interligada ao fluxo computacional e ao banco de dados. A auséncia de uma
plataforma operacional completa limita o uso préatico dos resultados apresentados na

literatura.

Dessa forma, este TCC se posiciona como uma evolugao pratica em relacao aos
trabalhos relacionados, ao transformar conceitos e métodos previamente estudados em
uma solugao aplicada, automatizada e utilizavel em ambientes reais. A nova versao da
plataforma X-RAT, reconstruida e estendida mneste trabalho, integra coleta,
categorizacao, andlise estatistica e visualizacao, oferecendo uma ferramenta completa
para diagnéstico e geragdo automatica de relatorios de confiabilidade. Assim, o presente
trabalho estabelece um elo entre a base tedrica existente e uma aplicacao concreta capaz
de apoiar decisoes técnicas relacionadas a confiabilidade de sistemas operacionais,
complementando e ampliando as contribuigbes encontradas na literatura (PEIXOTO,
2023).

2.7 Comparacao com versoes anteriores

A versao inicial da plataforma X-RAT apresentava diversas limita¢oes funcionais que
restringiam sua capacidade de apoiar analises de confiabilidade de software. Embora
representasse um avango importante no sentido de centralizar informacoes provenientes
de logs do sistema operacional, essa versao ainda dependia de procedimentos manuais,

ferramentas externas e arquivos auxiliares para realizar tarefas fundamentais.

Entre as principais limitagdoes observavam-se: a auséncia de um mecanismo
automatizado de coleta de eventos; a dependéncia de arquivos CSV externos para
filtragem e categorizacdo de falhas; a falta de autenticacdo de usuarios; restricdbes no
tratamento adequado de timestamps; e a inexisténcia de informacoes relacionadas as
causas das falhas registradas. Essas limitagoes motivaram a evolugdo da plataforma,

cujo aprimoramento é apresentado posteriormente na secao de Resultados Alcancgados.
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A Tabela 1 resume as principais caracteristicas da primeira versao da X-RAT, desta-

cando os aspectos que precisavam ser ampliados ou reestruturados.

Funcionalidade

Primeira Versao do X-RAT

Coleta de logs de falhas

Nao disponivel — os logs precisavam ser
coletados manualmente pelo usuario.

Mecanismo de filtro de eventos

Dependente de arquivo CSV externo
carregado manualmente pela aplicagao.

Mecanismo de categorizacdo de falhas

Dependéncia de arquivo CSV externo
contendo categorias pré-definidas.

Autenticacao (Login)

Nao possuia sistema de login; o acesso era
totalmente aberto.

Transformacao de timestamp

Conversao automatica fixa para o fuso
horério brasileiro (GMT-3), sem
considerar o fuso real da maquina onde
ocorreu a falha.

Formato do relatério

Geracao de arquivo PDF estatico apds o
processamento dos eventos.

Informacoes sobre causas das falhas

Nao disponivel — apenas o registro do
evento era apresentado, sem interpretar o
codigo associado.

Tabela 1 — Funcionalidades presentes na primeira versao da plataforma X-RAT.
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CAPITULO

Especificacao da Plataforma

3.1 Visao Geral

Este capitulo descreve o método utilizada para atingir os objetivos da pesquisa,
focando na analise de falhas de software em grupos de computadores e na geracao
automatica de relatorios de confiabilidade na plataforma X-RAT. A abordagem segue
uma sequéncia estruturada de passos, desde a coleta de logs e a categorizagao de eventos
até a andlise estatistica e a geracdo de relatérios com métricas de confiabilidade. O
desenvolvimento técnico foi realizado utilizando Python! com FastAPI? para o
Back-end, PostgreSQL? como banco de dados e React? com Vite® e TypeScript® para o

Front-end.

3.2 Dados de Falha

O sistema operacional Windows registra automaticamente logs detalhados de falhas,
abrangendo tanto os componentes do sistema quanto as aplica¢gbes do usuario. Esses
registros sao essenciais para monitoramento e andlise de falhas, permitindo que
informagoes relevantes sobre o comportamento do sistema sejam armazenadas e
recuperadas para diagnéstico e solucao de problemas.

Os logs de falhas no Windows 10 e 11 estao localizados em um diretério especifico,
geralmente acessivel em C:\Windows\System32\winevt\Logs. Neste local, os arquivos
de log de eventos sao salvos no formato .evtx, um padrao de armazenamento estruturado
que permite a organizacao dos dados de eventos e facilita a recuperacao de informacoes

para andlise.

Disponivel em: <https://www.python.org/>
Disponivel em: <https://fastapi.tiangolo.com/>
Disponivel em: <https://www.postgresql.org/>
Disponivel em: <https://react.dev/>

Disponivel em: <https://vitejs.dev/>

Disponivel em: <https://www.typescriptlang.org/>

[ I NV VN
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O formato .evtx foi projetado para suportar um grande volume de dados e fornecer
uma estrutura otimizada para a captura de eventos de sistema, incluindo detalhes como o
tipo de evento, a origem, a data e a hora da ocorréncia, entre outros atributos essenciais
para a andlise (METZ, 2023). Essa estrutura permite que ferramentas de anélise, como a
plataforma X-RAT, acessem e processem os dados de falhas, possibilitando a identificacao

de padroes de comportamento e causas recorrentes de falhas no sistema.

3.3 Meétodo

Para analisar e processar os dados de falha, é necessario seguir uma série de etapas
que permitem a extragao, categorizagao e analise dos eventos registrados nos arquivos de
log do Windows. A Figura 4 ilustra o fluxo completo do sistema, que comega com a coleta
de logs de falhas e informacoes de caracterizacdo no Front-end, passa por diversas etapas

de processamento e analise no Back-end e, por fim, gera relatorios detalhados.

3.3.1 Pré-processamento

A Figura 2 apresenta a primeira parte do fluxo da plataforma X-RAT que corresponde
ao pré-processamento, que envolve autenticacao, definicao de critérios de categorizagao e

filtragem dos eventos nao caracterizados como falhas.

Front-End Back-End

create()

Descricao das

- read()
Administrador : causas das delete()
] I falhas dat
: Gerenciar update()
\Q Login Critérios de create()
” i categorizagado ready)
| gorizag delete()
] das falhas dat
E u create() update()
ventos nao
- read()
caracterizados
delete()
como falhas
update()

Figura 2 — Primeira parte do fluxo da plataforma X-RAT

 Login.

Foi criado um login de administrador para o sistema, permitindo a realizacao de
operacoes de CRUD nos trés itens descritos abaixo. Esse administrador deve ser

um especialista em eventos de falha de sistemas operacionais.

(d Critérios de categorizacao das falhas.
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Com base nos diferentes campos dos eventos de falha, é possivel categoriza-los
inicialmente em falhas do sistema operacional e falhas de aplica¢bes de usuario.
No caso do sistema operacional, as falhas podem ser classificadas de forma mais
detalhada em trés grupos: falhas no nticleo do sistema, em servigos operacionais de
segundo plano ou em aplicagbes que interagem diretamente com o usuario

conforme apresentado na Secao 2.3.

1 Descricao das causas das falhas.

A andlise das causas das falhas é conduzida a partir da identificacdo dos cddigos
hexadecimais associados aos eventos, os quais sao posteriormente interpretados com

base na documentagao oficial da Microsoft (Microsoft, 2021).

1 Eventos nao caracterizados como falhas.

Existem situacoes em que determinados eventos nao devem ser considerados falhas.
Por exemplo, o evento com ID 4319 referente ao NetBT, apenas indica que um
nome duplicado foi detectado na rede TCP (MICROSOFT, 2021). Portanto, este
evento nao pode ser considerado uma falha. Desta forma, foi criado este médulo em
que sao definidos os eventos que nao devem ser classificados como falhas. Durante
o processo de extracao dos registros a partir dos arquivos .evtr, caso um evento
pertenca a essa lista, ele ¢ automaticamente desconsiderado, nao sendo incluido na

base de dados do sistema.

3.3.2 Processamento dos Logs de Falha

A segunda parte do fluxo é apresentada na Figura 3, englobando as etapas de coleta

dos logs, extracao de eventos de falha, caracterizacao e geragao de relatérios automaticos.



38

Capitulo 3. Metodologia

Front-End Back-End

Usuario
Extrair Definir o
! eventos dos timezone .
Formulario de 5 -~ arquivos mEe=————  dos Categorizar
Caracterizagao evix eventos os eventos
. : Salvar
| ‘ H Salva os Logs Dataframe Dataframe Dataframe
no Servidor (pandas) (pandas) (pandas)
Arquivos de i r
Logs do ; Metricas Estimar métricas de confiabilidade
Computador : . MTBF (Mean Time Between
Local ; Failures)
; . Taxa de Falhas
: . Ranking de distribuicdes que| . » -
i Enviar melhor se aderem aos dados Realizar analises estatisticas
: . Confiabilidade
Relatorio :
M 1 Estatisticas Graficos
1 l I I i Enviar . Frequéncia das . Freq. de falhas de cada categoria
falhas por categoria. com base na hora do dia
. Frequéncia das (Madrugada, Manha, Tarde, Noite)
causas de falhas. . Freq. de falhas de cada categoria
. Estatisticas com base nos dias da semana
descritivas (Domingo, Segunda, Ter¢a, ...)

Figura 3 — Segunda parte do fluxo da plataforma X-RAT

(1 Coleta dos logs.

Nessa etapa, os logs de falha do Windows sao coletados por meio do upload no
website, que fornece instrugdes passo a passo para a execuc¢ao do processo e, em
seguida, direciona o usuario ao preenchimento de um formulario de caracterizacao
do uso do sistema. O formulario captura informacoes essenciais sobre o contexto
de cada dispositivo como tipo de ambiente (laboratorial, empresarial, pessoal) e
caracteristicas de uso do sistema. Essas informacoes sao utilizadas posteriormente
para contextualizar a analise de falhas em diferentes cenarios e responder a perguntas

especificas de pesquisa sobre padroes e causas de falhas em diferentes grupos.

Os arquivos de log enviados pelo usuario sao salvos no servidor em diretérios tinicos,
enquanto o caminho desses arquivos e o formulario sao persistidos no banco de dados

para posterior processamento.

1 Extracao dos eventos de falha.

Os arquivos de log sdao enviados ao Back-end da plataforma X-RAT, onde sao

processados e os eventos de falha sdo extraidos. Durante a extracao, atributos
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como timestamp e mensagem sao registrados, permitindo uma manipulacao
estruturada dos dados e facilitando as etapas subsequentes de analise. Além disso,
eventos identificados como nao falhas sao filtrados automaticamente. Esses
registros sdo armazenados em um CRUD administrativo, que possibilita consultar,

filtrar, editar e remover elementos da lista conforme apresentado na Secao 3.3.1

1 Definicao do Timezone.

Para garantir a consisténcia dos dados extraidos, todos os eventos de falha
registrados no sistema sao inicialmente configurados em um fuso horario padrao.
Essa padronizacao ¢ essencial, uma vez que os eventos mantém o mesmo fuso
horario independentemente da localizacao geogréafica do dispositivo de origem. No
entanto, é importante identificar o momento exato em que as falhas ocorreram.
Assim, a partir dos campos de data e hora presentes nos registros do Reliability
Analysis Component (RAC), foi possivel determinar o fuso horario real da
ocorréncia de cada falha, permitindo ajustar o campo temporal de cada evento ao

horario local correspondente.

(1 Categorizacao das Falhas e Identificacao de suas Causas.

As falhas sao classificadas em diferentes grupos, conforme a categoria identificada.
Utilizando a taxonomia descrita, os eventos sdo classificados nas seguintes
categorias principais: Kernel do Sistema Operacional (OSknr,), Servigos do
Sistema Operacional (OSgyc), Aplicativos do Sistema Operacional
(OSapp) e Aplicativos do Usuario (USRapp). Essa classificacao é
fundamental para o estudo, pois permite uma andalise detalhada das falhas
conforme sua origem e oferece uma visao estruturada dos diferentes tipos de

eventos que afetam a confiabilidade.

Os codigos que indicam as causas das falhas sao atribuidos automaticamente pelo
sistema operacional no momento da ocorréncia. Portanto, assume-se que estejam
corretos. Esses codigos, representados em formato hexadecimal, identificam de
forma tunica as causas das falhas. A interpretacao dos valores é realizada com base
na documentacao oficial do sistema operacional, o que pode estar sujeito a erros de
interpretacao. Entretanto, a maioria desses codigos possui descrigoes diretas,

representando uma ameaca minima a validade deste estudo.

1 Relatorio com Métricas, Estatisticas e Graficos.

Para calcular as métricas apresentadas na Secao 2.1.1, é necessario, primeiramente,
aplicar testes de aderéncia aos tempos entre falhas ( Time Between Failures — TBFs),
a fim de identificar a distribuicdo de probabilidade que melhor se ajusta aos dados.
Além disso, foram gerados graficos e estatisticas para analisar os horarios e os dias

da semana em que as falhas ocorrem com maior frequéncia.
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Os relatérios finais incluem toda a andlise realizada e sdo apresentados ao usuario

no Front-end da plataforma.

Apés a apresentacao separada das duas etapas principais — o pré-processamento e o
processamento dos logs de falha — torna-se possivel visualizar o funcionamento integrado
da plataforma. Dessa forma, a Figura 4 apresenta o fluxo completo do sistema, reunindo
em um unico diagrama todas as fases descritas anteriormente. KEssa visao consolidada
permite compreender como cada componente interage e como as etapas individuais se

articulam para compor o processo de analise automatizada de confiabilidade.
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. Estatisticas com base nos dias da semana
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Figura 4 — Fluxo geral da plataforma X-RAT

3.4 Tecnologias Utilizadas no Front-end

Esta secao descreve as tecnologias que foram empregadas no desenvolvimento do Front-

end da plataforma X-RAT, cuja interface foi construida com React e TypeScript. A escolha
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das ferramentas teve como base critérios de desempenho, manutenibilidade, suporte a
padroes modernos de desenvolvimento e compatibilidade com os requisitos funcionais e

nao funcionais do sistema.

3.4.1 Vite

A escolha do Vite como ferramenta de build e desenvolvimento para o Front-end da
plataforma X-RAT foi motivada por sua arquitetura moderna e desempenho superior
em comparagao ao Create React App tradicional. Segundo Gurung (GURUNG, 2022), o
Vite se destaca por adotar uma abordagem baseada em moddulos ES nativos para
desenvolvimento, o que resulta em tempos de inicializacdo extremamente rapidos e
recarregamento instantaneo de moédulos alterados, sem a necessidade de reconstrugoes
completas. Além disso, a estratégia de pré-compilagao do Vite, aliada ao uso do esbuild,
um empacotador escrito em Go, proporciona uma performance significativamente
melhor tanto em ambientes de desenvolvimento quanto em builds de producao. Tais
vantagens sao especialmente relevantes para este projeto, que demanda agilidade nas

iteragoes e tempo de resposta eficiente no Front-end.

3.4.2 Internacionalizacao

A internacionalizacao (i18n) da interface da plataforma X-RAT foi implementada
utilizando a biblioteca ¢18nezt, em conjunto com o médulo react-i18next, permitindo a
traducao dindmica de todos os textos exibidos no Front-end. Essa abordagem viabiliza
que a aplicagao seja apresentada em diferentes idiomas — atualmente portugués e inglés
— de forma totalmente automatizada e sem a necessidade de recarregar a pagina.

A configuragao do sistema de traducao é realizada por meio de dois arquivos principais,
pt.json e en. json, que armazenam, em formato key-value, todos os textos da interface.
Cada chave representa um identificador seméantico do texto, enquanto o valor associado
contém a traducao correspondente no idioma desejado. Dessa forma, a troca de idioma
ocorre de maneira instantanea, bastando alterar o parametro linguistico ativo.

Para detectar automaticamente o idioma preferencial do usuario, a aplicagao utiliza o
modulo i18next-browser-languagedetector, que identifica o idioma configurado no navega-
dor e o aplica como padrao na inicializacdo. Caso o idioma detectado nao esteja disponi-
vel, a aplica¢ao recorre ao idioma de fallback, definido como inglés.

O processo de inicializagado do 718n ocorre no arquivo principal da aplicacao (main.tsz),
onde o modulo é importado e integrado ao React. Essa arquitetura garante flexibilidade
na adicao de novos idiomas e mantém a coeréncia textual em todos os componentes da
interface. Com isso, a plataforma X-RAT torna-se acessivel a um publico mais amplo e

adequada a contextos académicos e corporativos internacionais.
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3.4.3 Tema Escuro (Dark Mode)

A plataforma X-RAT oferece suporte a alternancia entre os modos claro e escuro, com
o objetivo de melhorar a experiéncia do usuario em diferentes condi¢oes de luminosidade
e preferéncias visuais. Essa funcionalidade foi implementada utilizando o Tailwind CSS
em conjunto com um provedor de contexto personalizado denominado ThemeProvider.

O ThemeProvider é responsavel por gerenciar o estado global do tema e armazenar a
preferéncia do usuario no localStorage, garantindo que a configuracdo escolhida
permaneca ativa entre sessoes de uso. A definicdo inicial do tema segue a configuracao
de cor do sistema operacional do usuario, detectada por meio da propriedade
prefers-color-scheme. Internamente, essa propriedade utiliza a API de Media Queries do
JavaScript, acessada pelo método window.matchMedia(), que identifica o modo de cor
(claro ou escuro) configurado no navegador do usudrio e ajusta a interface
automaticamente conforme essa preferéncia.

A alternancia entre os temas é realizada dinamicamente pela adi¢do ou remocao da
classe dark no elemento raiz do documento. O Tuilwind CSS simplifica a aplicagao de
estilos condicionais, permitindo que os componentes da interface utilizem o prefixo dark:
para definir variagoes de cor, sombra e contraste. Dessa forma, um mesmo componente
pode apresentar automaticamente aparéncias diferentes conforme o tema ativo, sem
necessidade de duplicar folhas de estilo.

Essa abordagem garante uma experiéncia visual consistente, reduz o cansaco ocular
em ambientes com pouca iluminagao e reforca o foco da plataforma em acessibilidade
e personalizacao da interface. O suporte ao modo escuro, aliado a internacionalizacao,
contribui para tornar o Front-end da X-RAT mais inclusivo, moderno e adaptavel as

preferéncias dos usuarios.

3.4.4 Roteamento

A navegacao entre as diferentes paginas da aplicacao foi implementada com a biblioteca
React Router DOM, que fornece mecanismos para controle de rotas e estruturagao logica
de componentes e layouts. Esse recurso permitiu a organizacao clara entre areas ptublicas

e privadas da aplicagao, além de facilitar a manutencao e escalabilidade do sistema.

3.4.5 Gerenciamento de Estado e Cache

O gerenciamento de dados assincronos foi realizado com a biblioteca @tanstack/react-
query, que permitiu armazenar localmente os dados resultantes das requisi¢oes ao Back-
end, evitando chamadas desnecessarias a API e garantindo maior fluidez na navegacao

entre paginas.
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As respostas de algumas requisicoes criticas, como aquelas associadas a categorizagao
de falhas, sao também persistidas no localStorage, o que permite ao usudario visualizar os
dados mesmo apos navegar para outras segoes e retornar posteriormente, sem perda de

contexto.

3.4.6 Comunicacao com a API

As requisicoes HT'TP entre o Front-end e o Back-end foram implementadas utilizando
a biblioteca Azios, que fornece uma interface simples para envio de dados, tratamento de
erros e interceptacao de respostas. A integracao entre Azxios e React Query foi fundamental

para o desempenho e confiabilidade das interagoes entre cliente e servidor.

3.4.7 Visualizacao de Dados

A apresentacao dos resultados das andlises foi realizada com o uso da biblioteca
Chart.js, responsavel pela geracao de graficos dinamicos e responsivos. Esses graficos
incluem representagoes como barras, linhas e setores, que facilitam a interpretacao

visual das métricas de confiabilidade e da categorizagdo de falhas.

3.4.8 Validacao de Formularios

A validacao de formulédrios e envio de arquivos foi implementada por meio da
biblioteca react-hook-form, em conjunto com o validador zod, possibilitando a defini¢ao
de esquemas de validacao declarativos. A combinacao dessas ferramentas garantiu que
os dados inseridos pelos usuarios estivessem corretos antes de serem processados,
inclusive com validacoes especificas para os arquivos exigidos pela plataforma, como

application.evtx e system.evtx.

3.4.9 Autenticacao

Para controle de acesso as rotas privadas da aplicacao, foi utilizado o mecanismo de
autenticacdo baseado em JSON Web Tokens (JWT). A biblioteca jwt-decode permitiu a
decodificacao e verificacio da validade dos tokens armazenados no localStorage,
assegurando que apenas usudarios autenticados tivessem acesso as secoes restritas da

plataforma.

3.5 Tecnologias Utilizadas no Back-end

O Back-end da plataforma X-RAT foi implementado em Python 3.11, devido a sua
vasta colecao de bibliotecas para analise de dados, processamento de eventos e integracao

com banco de dados. A arquitetura foi organizada em torno da API FastAPI, que fornece
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comunicacao RESTful com o Front-end, validagao automatica de dados e documentacao
interativa (Swagger/OpenAPI). O banco de dados utilizado é o PostgreSQL, acessado via

SQLAlchemy ORM, onde sao armazenados os eventos extraidos e suas classificagoes.

3.5.1 Bibliotecas de Processamento de Logs

Para manipulacdo dos arquivos .evtx, que contém os registros de falha do Windows,

foram empregadas as bibliotecas:
1. PyFEvtzParser: leitura e iteragao sobre registros de eventos.
2. lzml e xmltodict: parsing eficiente de estruturas XML.

3. re (expressoes requlares): extracdo de padroes como FventID, Channel e TimeCre-
ated.

3.5.2 Manipulacao e Estruturacao dos Dados

Os eventos extraidos sao transformados em DataFrames utilizando a biblioteca pandas,

permitindo operagoes como:
1. Normalizagdo de campos (SourceName, CauseCode);
2. Definicao e ajuste de timezones com pytz;

3. Agrupamento, categorizacao e contagem de falhas.

3.5.3 Analises Estatisticas

A analise de confiabilidade foi realizada com o auxilio da biblioteca SciPy, utilizando

distribuicoes classicas de confiabilidade:
1. Weibull, Gamma, Lognormal, Normal e FExponencial.

Foram aplicados testes de aderéncia (Kolmogorov-Smirnov, Anderson-Darling, AIC') para
selecionar a melhor distribuicdo para cada conjunto de dados, em linha com trabalhos
anteriores de caracterizacdo de falhas em sistemas operacionais (SANTOS; MATIAS;
TRIVEDI, 2020; SANTOS; JR.; TRIVEDI, 2021).

3.5.4 Containerizagcao e Deploy

Para simplificar a execucao local e o processo de implantacao, a aplicagao foi contei-

nerizada com Docker.

1. O Dockerfile define o ambiente Python com as dependéncias listadas em

requirements.txt.
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2. O Docker Compose orquestra os servigos de aplicacao e banco de dados, permitindo

que multiplos usuérios executem o sistema de forma consistente.

Essa estratégia reduz problemas de compatibilidade, acelera o processo de

desenvolvimento em equipe e facilita o deploy em diferentes ambientes.
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CAPITULO

Resultados da Implementacao

Este capitulo apresenta os resultados alcangados com o desenvolvimento da nova
versao da plataforma X-RAT. Para contextualizar as melhorias implementadas,
apresenta-se inicialmente uma comparacao direta entre as funcionalidades da versao
anterior e os avancos obtidos nesta atualizacao. Essa comparacao permite visualizar de
forma clara as limitagoes previamente existentes e as evolugoes estruturais que
possibilitaram uma andalise mais precisa e automatizada das falhas registradas. A

Tabela 2 sintetiza essas diferencas e destaca os principais aprimoramentos realizados.

Funcionalidade

Primeira Versao do
X-RAT

Nova Versao do X-RAT

Coleta de logs de falhas

Nao disponivel — logs
precisavam ser coletados
manualmente

Disponivel — Possui
sistema de coleta
automadtica e integrada dos
logs de falhas

Mecanismo de filtro de

Arquivo CSV externo,

CRUD integrado na

eventos carregado pela aplicacao aplicacao
Mecanismo de Arquivo CSV externo, CRUD integrado na
categorizacdo de falhas carregado pela aplicacao aplicacao

Autenticacao (Login)

Néao possuia sistema de
login — acesso livre a
qualquer usuario

Possui sistema de login
integrado com
autenticacdo de usuarios
para os mecanismos de
filtro de eventos e
categorizacdo de falhas

Transformacao de
timestamp

Converte todos os
timestamps
automaticamente para fuso
horério brasileiro (GMT-3)

Identifica o fuso horario
real do computador no
momento da falha e
converte corretamente

Formato do relatorio

Arquivo PDF estatico
gerado apos o
processamento

Relatério dindmico,
exibido diretamente na
aplicacao

Informacoes de causa de
falhas

Nao disponivel — o sistema
apenas registrava o evento
de falha

Disponivel — o sistema
coleta e armazena as
causas associadas as falhas

Tabela 2 — Comparagao entre a primeira e a nova versao do X-RAT.
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A seguir, apresenta-se o fluxo completo da plataforma X-RAT, descrevendo as etapas
que abrangem desde a coleta dos arquivos de log do sistema operacional (.evtx) e o
preenchimento do formuldrio de caracterizacdo, até a geracdo das métricas de
confiabilidade e a categorizacdo automatica das falhas. O objetivo é demonstrar como os
dados sdo processados, transformados e utilizados para compor a andlise de

confiabilidade dos sistemas estudados.

4.1 Pré-processamento

A primeira etapa de acesso a plataforma X-RAT é o sistema de autenticacio,
desenvolvido exclusivamente para administradores. Essa funcionalidade garante que
apenas usuarios autorizados possam acessar as areas de gerenciamento e realizar
operagoes sensiveis, assegurando a integridade das informacoes armazenadas e o controle

sobre os dados processados.

4.1.1 Registro de Usuario

O processo de registro permite a criacdo de novos usudrios na plataforma,
possibilitando o controle e a identificacdo individual de cada participante do sistema. Ao
realizar o cadastro, o usudrio é automaticamente inserido com a fungao (role) padrao de
usudrio comum. Essa categoria de acesso é restrita e destina-se exclusivamente as
funcionalidades béasicas, como a visualizacdo e impressao de relatorios publicos ou
demonstrativos gerados pela plataforma. Usuarios com essa fungdo nao possuem
permissao para autenticacdo no sistema administrativo, nem podem acessar areas de
gerenciamento de dados ou configuracao. Para que um usuario possa efetuar login e ter
acesso ao painel de administragao, ¢é mnecessirio que um administrador altere
manualmente sua funcdo para o nivel de administrador. Essa medida garante maior
seguranca e controle sobre os acessos ao sistema, evitando o uso indevido das
funcionalidades administrativas. A Figura 5 apresenta a tela de registro de novos

usuarios, onde € possivel visualizar os campos obrigatoérios para o cadastro.
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Registrar

Figura 5 — Tela de registro de novo usuario.

4.2 Gerenciamento de Usuarios

O médulo de gerenciamento de usuarios tem como finalidade permitir que
administradores controlem as permissoes de acesso a plataforma. Sempre que um novo
usuario se registra, ele é automaticamente classificado como wusudrio comum. Apenas
administradores podem alterar a funcdo de um usuario, promovendo-o para o perfil de
administrador quando necessario. Essa funcionalidade garante a seguranca do sistema e
possibilita que miultiplos administradores trabalhem de forma colaborativa no

gerenciamento das informagoes, sem comprometer o controle de acesso.

D Gerenciamento de Usudrios

Lista de Usuérios

Figura 6 — Tela de gerenciamento de usuarios e alteracao de permissoes.

A Figura 6 apresenta a tela de gerenciamento de usudarios, onde é possivel alterar

permissoes e acompanhar os perfis cadastrados.
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4.2.1 Login de Usuario

Apo6s o registro, o usuario autorizado pode efetuar o login utilizando suas credenciais.
A autenticacao é realizada de forma segura, validando o nome de usuéario, senha e funcao
de acesso. Essa verificacdo garante que apenas perfis com a role de administrador possam
acessar o painel de gerenciamento da plataforma. A Figura 7 ilustra a tela de autenticagao

do sistema, onde ocorre a validagao das credenciais de acesso.

Figura 7 — Tela de autenticacao do sistema.

4.2.2 Painel de Administracao

Apébs a autenticacao, o usuario administrador tem acesso ao painel de controle do
sistema, onde ¢ possivel visualizar e gerenciar as principais entidades utilizadas na

plataforma.

Figura 8 — Painel de gerenciamento administrativo da plataforma.

O painel apresenta opcoes organizadas de acordo com o tipo de dado, incluindo
falhas, eventos, aplicativos e usuarios. A Figura 8 mostra o painel de gerenciamento
administrativo da plataforma, destacando as principais secoes disponiveis para o

administrador.
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4.3 Gerenciamento de Causas de Falhas

O moédulo de causas de falhas ¢ um dos principais componentes administrativos,
permitindo o controle completo das informacoes relacionadas as falhas identificadas.
Esse médulo foi implementado com operagoes de CRUD (C'reate, Read, Update, Delete),
que possibilitam a inclusdo, edigdo, exclusao e consulta de registros. A Figura 9
apresenta o formulario de cadastro de uma nova causa de falha, no qual o administrador
pode registrar a fonte (SourceName) que indica o componente, driver, servico,
aplicacao ou subsistema do Windows responséavel pela geracao do evento —; o codigo
hexadecimal da causa e a respectiva descricao. A descricdo, obtida a partir da
documentacao oficial da Microsoft, permite ao sistema identificar e exibir
automaticamente a descricao da causa sempre que o mesmo codigo for detectado. A
Figura 10 exibe a interface destinada a listagem, edi¢ao e exclusao de causas de falhas.
Por fim, a Figura 11 mostra a tela de consulta detalhada de uma falha especifica,

possibilitando a visualizacao completa dos dados armazenados para cada ocorréncia.

D Adicionar Causa de Falha

Nova Causa de Falha

Nome da Fonte

Codigo da Causa

Descrigio

Figura 9 — Formulario de cadastro de nova causa de falha.

D Gerenciamento de Usudrios

CRUD de Falhas

Figura 10 — Interface para listagem, edi¢ao e exclusao de causas de falhas.
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Figura 11 — Tela de consulta detalhada de uma falha especifica.

4.4 Critérios de categorizacao das falhas

Este modulo, disponivel para administradores, ¢ responsavel pela definicado dos
critérios de categorizacao dos eventos. Os SourceNames considerados nesta
categorizacao foram: windowsupdateclient, wer-systemerrorreporting, application hang e
application error. Com base nos critérios adicionados ¢ determinado se o evento
pertence as categorias OSkgnr, OSsye, OSapp ou USRApp. As Figuras 12, 13 e 14
ilustram, respectivamente, as telas de cadastro, listagem e consulta de aplicagoes

registradas no sistema.

Figura 12 — Cadastro de um novo critério de categorizacao.

Figura 13 — Listagem e gerenciamento dos critérios registrados.
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Buscar Categorizaio

1D do App

Figura 14 — Consulta de um critério especifico.

Um médulo adicional foi incluido para classificar falhas que nao estao nas principais
fontes de falhas (windowsupdateclient, wer-systemerrorreporting, application hang e
application error). As Figuras 15, 16 e 17 apresentam, respectivamente, as interfaces de

cadastro, listagem e consulta dessas falhas.

D Adicionar Evento de Others

Novo Evento de Others

Figura 15 — Cadastro de um novo critério de categorizacao para falhas menos frequentes.

Figura 16 — Listagem e gerenciamento dos critérios registrados para falhas menos frequen-
tes.

O Consultar Evento de Others

Buscar Evento

Figura 17 — Consulta de um critério especifico para falhas menos frequentes.
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4.5 Eventos nao caracterizados como falhas

Neste modulo sao registrados os eventos que nao sao caracterizados como falhas. Du-
rante o processo de extracao dos eventos a partir dos arquivos .evtzr, caso um evento per-
tenca a essa lista, ele ¢ automaticamente excluido da importacao. Esse modulo segue a
mesma estrutura de CRUD, permitindo o controle completo dos registros.

A Figura 18 apresenta a tela de cadastro de um novo evento sem falha, enquanto as
Figuras 19 e 20 mostram, respectivamente, a listagem geral e a consulta individual de um

evento.

D Adicionar Evento Nao Relacionado a Falha

Novo Evento Nao Relacionado a Falha

Nome da Fonte

10 do Evento.

Figura 18 — Cadastro de novo evento nao caracterizado como falha.

enciamento de Eventos Nao Relacionados a Falhas

Lista de Eventos

Figura 19 — Listagem e gerenciamento de eventos nao relacionados a falhas.

D Consultar Evento Nao Relacionado a Falha

Buscar Evento

1D do Evento

Figura 20 — Consulta individual de evento nao caracterizado como falha.
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4.6 Processamento dos Logs de Falha

Esta secao apresenta o fluxo completo de interagdo do usuéario com a plataforma
X-RAT, desde o primeiro acesso até a visualizacdo dos resultados das andlises de
confiabilidade. O objetivo é demonstrar, de forma pratica, o processo de participacao
dos usudrios na pesquisa, bem como as etapas de envio dos arquivos de log e
preenchimento do formulédrio de caracterizacao.

Ao acessar a plataforma, o usuario é recebido pela tela inicial apresentada na
Figura 21. Essa interface fornece informacgoes introdutoérias sobre o propodsito da
pesquisa, esclarecendo que o estudo tem como foco a andlise de falhas em sistemas
operacionais Windows 10 e Windows 11, com énfase na confiabilidade de software.
Também ¢ informado que a contribuicao do participante ocorre exclusivamente por meio
do envio dos arquivos de log e do preenchimento do formulario de caracterizagao,

garantindo total privacidade dos dados.

Pesquisa sobre Falhas no Windows 10 e 11

oftwar

Figura 21 — Tela inicial de apresentacao da pesquisa.

Envie os arquivos .evtx

“System.evtx

log na Area de Trabalho (Autorize cold-los

Figura 22 — Interface de upload de arquivos de log do sistema.
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Ao clicar em Continuar, o usuario é direcionado a primeira etapa do processo, que
consiste na interface de envio dos arquivos de log (upload), ilustrada na Figura 22.
Nessa etapa, ¢é iniciado o processo de coleta dos dados que servirao de base para as
analises de confiabilidade. O usuario ¢é orientado a localizar os arquivos
Application.evtx e System.evtx, responsaveis por registrar eventos e falhas do
sistema operacional. Para facilitar essa tarefa, a plataforma disponibiliza um comando
que pode ser copiado e inserido diretamente no explorador de arquivos do Windows,

conforme apresentado a seguir:

search-ms:displayname=Search’%20Results’20in%20Logs&crumb=System.FileName%3A%3D"
Application.evtx"%200R%20System.FileName%3A%3D"System.evtx"&crumb=location:C
%3A%5CWindows%5CSystem32%5Cwinevt%5CLogs

Ao clicar no botao “Copiar”, o comando é automaticamente copiado para a area
de transferéncia, sendo exibida uma mensagem de confirmacao, conforme mostrado na

Figura 23.

Envie os arquivos .evtx

Instrues

0 c

© Abrao Explorador de Arquivos

@ Cole o caminho na barra de enderegos

logs

@ "System.evtx”
© Cole os arquivos de log na Area de Trabalho (Autorize coli-los)

© Faca o upload dos logs no site

Figura 23 — Confirmagao da copia do comando de busca dos arquivos de log.

Ao colar o comando no menu de busca de arquivos do Windows, o usuério tem acesso

direto a pasta onde os logs estao armazenados, como ilustrado na Figura 24.
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) search Results in Logs 3 +

> Desktop

& Search options Close search

A Home

& Gallery

Type: Event Log

10/4/2025 3:19 AM

Nathan - Personal \Syst vi\Logs Type: Event Log

shots

i sstagio

v ¥ ThisPC

> = Local Disk (C)
> & Local Disk (D)
> B Network

> A& Linux

Figura 24 — Localizagao dos arquivos de log do Windows.

Por motivos de permissao do sistema, nao é possivel enviar os arquivos diretamente da
pasta original. Assim, é necessario mover os arquivos localizados para a area de trabalho

(Desktop), conforme mostra a Figura 25. Essa etapa evita restrigdes de acesso e garante

o sucesso do upload.

B Desktop

pa
@® New

A Home
K| Gallery

Nathan - Personal
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B Documents
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® Music
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@ Screenshots
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Shortcut
Shortcut
Shortcut
File folder

File folder

Figura 25 — Movimenta¢ao dos arquivos de log para o Desktop.

Ap6s mover os arquivos, o usuario pode arrasta-los (drag and drop) diretamente para

a area de upload da plataforma, conforme exemplificado na Figura 26.
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Envie os arquivos .evtx

Figura 26 — Envio dos arquivos .evtx para analise.

Na segunda etapa do processo, o usuario deve preencher o formulario de caracteriza-
¢ao, ilustrado na Figura 27. Esse formulario tem como objetivo coletar informacoes con-
textuais sobre o ambiente em que o computador opera, permitindo anélises mais precisas

e comparativas entre diferentes perfis de uso.

Carregar arquivos

o de Atividade por Dia

Figura 27 — Formulario de caracterizagdo do ambiente de uso.

As informagoes solicitadas incluem:

1. Tipo de ambiente (laboratorial, corporativo ou pessoal);
2. Tipo de equipamento utilizado;

3. Tempo médio de uso diario;

4. Horarios mais frequentes de uso;

5. Versao do sistema operacional;
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6. Perfil das aplicagoes mais utilizadas.

Esses dados complementares sao fundamentais para contextualizar os resultados e
identificar padroes de falhas especificos a determinados cenarios de uso. Apés o envio do
formuléario e dos arquivos de log, o Back-end da plataforma — desenvolvido em Python
utilizando o framework FastAPI — executa automaticamente as etapas de extracao,
categorizacao e analise dos eventos. O sistema gera diversas métricas de confiabilidade,

entre as quais se destacam:

1. Namero total de falhas detectadas;
2. Distribuicao de falhas por dia da semana;
3. Distribuicao de falhas por periodo do dia (manha, tarde, noite e madrugada);

4. Classificacao das falhas por tipo (kernel, servigos, aplicativos do sistema e aplicativos

do usuério);

5. Identificacao de falhas criticas com base em codigos especificos de erro.

O resultado dessa analise ¢ apresentado ao usuario na forma de um relatério
completo, acompanhado de graficos e tabelas que sintetizam o comportamento das
falhas. A Figura 28 ilustra as distribuicoes de falhas por periodo do dia e por dia da

Semmana.

Numero de Falhas

0ssvc OSAPP USRAPP Unknown

1132 3 4 4503 5649

Falhas de cada categoria com base no horario do dia Falhas de cada categoria com base nos dias da semana

Figura 28 — Distribui¢do temporal das falhas por periodo e por dia da semana.

A Figura 29 apresenta a tabela de causas de falhas, contendo colunas como Source
Name, codigo de evento, frequéncia e porcentagem de ocorréncia em relagao ao total de

falhas observadas.
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Causas de Falha

Source Name Cédigo Nome Simbélico Descrigio Frequéncia orcentage Link 1 Link 2

application error None — — 220 —

microsoft-windows-windowsupdateclient [0x80073d02]

microsoft-windows-windowsupdateclient [0x80240016]

Figura 29 — Tabela de causas de falhas com frequéncia e percentual de ocorréncia.

Em seguida, a Figura 30 mostra as estatisticas gerais de ocorréncia das falhas, abran-
gendo medidas de tendéncia central e dispersao, como média, mediana, valores minimo e

maximo, entre outras, permitindo uma analise descritiva da confiabilidade do sistema.

Desvio Padrao

Q1 (1° Quartil) Q3 (3° Quartil)

Warranty Time Total de registros

Maior valor encontrado Quantidade de dados

Figura 30 — Estatisticas dos tempos entre as falhas (em horas).

A Figura 31 representa o histograma de tempo entre falhas ( Time Between Failures —
TBF'), expresso em horas. Esse gréafico possibilita observar a distribui¢do de frequéncia
das ocorréncias e fornece uma base visual para o calculo de métricas como o MTBF (Mean

Time Between Failures).

Histograma dos Tempos Entre Falhas (TBFs)

s
o
=

<
=
2
L
[

TBF (horas)

Figura 31 — Histograma do tempo entre falhas (TBF).
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Testes de Aderéncia

Distribuigio Parametros Valores dos Parametros AIC KS AD Rank
lognorm s, loc, scale 3.49, 0.00, 0.00
weibull_min ¢ loc, scale 0.26, 0.00, 0.00 -48722.60 x X 790.48
gamma a loc, scale 0.11,0.00, 631 -43336.01 Y X 1376.56
expon loc, scale 0.00, 0.72 723059 .S . 25500.21

norm loc, scale 072,613 3468245 .5 1 1884.16

Confiabilidade R(t)

LogNormal

Time (t)

Figura 32 — Resultados do teste de aderéncia (Goodness-of-Fit) e graficos de confiabili-
dade.

A Figura 32 apresenta os resultados do Goodness-of-Fit Test, responsavel por avaliar
o ajuste dos dados as principais distribuicoes estatisticas utilizadas em estudos de
confiabilidade, como Lognormal, Weibull, Gamma, Exponencial e Normal. A tabela
exibida ¢ dinamica e permite a selecao da distribuicao desejada, atualizando
automaticamente os graficos correspondentes, que ilustram o comportamento da

confiabilidade do sistema.

Complementando essa andlise, as Figuras 33 e 34 apresentam, respectivamente, a
taxa de falhas h(t) (ou failure rate) e a fungao densidade de probabilidade f(¢) (PDF)
associada aos tempos entre falhas (TBF). Esses gréficos possibilitam observar de forma
mais detalhada o comportamento temporal das falhas e a distribuicao de sua ocorréncia,

oferecendo uma visao mais completa do modelo de confiabilidade ajustado.

Taxa de falha h(t)

LogNormal

Time (t)

Figura 33 — Taxa de falhas (failure rate) h(t) calculada a partir da distribui¢do ajustada.
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PDF f(t)

LogNormal

Time (t)

Figura 34 — Fun¢ao densidade de probabilidade (PDF) f(¢) dos tempos entre falhas
(TBF).

4.7 Interface e Internacionalizacao

A plataforma X-RAT foi desenvolvida com foco na acessibilidade e na experiéncia do
usuario, oferecendo suporte a personalizacao visual e linguistica. O sistema permite
alternar entre os modos claro e escuro, atendendo a diferentes preferéncias de uso e
condi¢oes de luminosidade do ambiente. Além disso, a interface possui suporte a
internacionalizagdo (i18n), permitindo a alterndncia dindmica entre os idiomas
portugués e inglés. Essa funcionalidade torna a plataforma acessivel a um ptublico mais
amplo e facilita o uso em contextos académicos e corporativos internacionais. As
Figuras 35 e 36 ilustra esses recursos, apresentando a tela inicial da plataforma no modo
claro, exibida em dois idiomas distintos: portugués e inglés. Esse recurso demonstra a

capacidade de adaptacao da interface sem alterar a estrutura visual da aplicagao.

OSRAT  Categoria @ e [T

GUFU oo

Pesquisa sobre Falhas no Windows 10 e 11

Este estudo tem como foco a confiabilidade de software, com o objetivo de identificar e caracterizar diferentes
aspectos das falhas em sistemas. Convidamos vocé a apoiar esta pesquisa dedicando alguns minutos para
responder a um breve questionsrio e enviar uma pequena amostra dos arquivos de log do seu computador.

Garantimos total anonimato dos participantes e asseguramos que a integridade do seu sistema o ser afetada,

(a) Interface em modo claro - PT-BR

Figura 35 — Interface inicial da plataforma X-RAT no modo claro, com suporte a
internacionalizacao em PT-BR.
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OSRAT  Category ®r = #

GUFU Do

Windows 10 and 11 Failures Research

This study focuses on software reliability, with the goal of identifying and characterizing different aspects of
Software failures. We invite you to support this research by contributing a few minutes of your time to complete
a short questionnaire and upload a small sample of your computer's system log files. We guarantee full
anonymity for participants and assure that your system's integrity will remain unaffected.

(b) Interface em modo claro - EN

Figura 36 — Interface inicial da plataforma X-RAT no modo claro, com suporte a
internacionalizacao em EN.

4.8 Avaliacao da Qualidade da Interface

A nova interface da plataforma X-RAT foi projetada com foco em usabilidade,
acessibilidade e aderéncia as boas praticas modernas de desenvolvimento web. Para
validar essas melhorias de forma objetiva, realizou-se uma andalise utilizando a
ferramenta Lighthouse, amplamente empregada para avaliar critérios de qualidade
relacionados a experiéncia do usuario, acessibilidade e conformidade técnica.

Os resultados obtidos demonstram que a interface atinge elevados padroes de
qualidade, apresentando 94% em Accessibility (Acessibilidade) e 93% em Best Practices
(Boas Préaticas). Esses valores confirmam que a refatoracdo proposta nao apenas
moderniza a apresentacao da plataforma, mas também garante maior conformidade com
diretrizes internacionais de acessibilidade e boas praticas de engenharia de software.

A Figura 37 ilustra a avaliacao realizada, evidenciando os indicadores alcancados pela

aplicacao apds a refatoracao.

a‘ http://localhost:5173/category

94 93

Accessibility Best
Practices

A 0©-49 58-89 9@-18e

Figura 37 — Avaliacao da interface da plataforma X-RAT utilizando o Lighthouse, apresen-
tando 94% em Accessibility (Acessibilidade) e 93% em Best Practices (Boas
Praticas).
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Esses resultados reforcam que a nova versao da plataforma proporciona uma
experiéncia superior ao usuario, com melhor estruturagdo dos elementos visuais,
navegacao mais intuitiva e aderéncia a praticas recomendadas para aplicacoes modernas.
Além disso, demonstram que a interface refatorada estd alinhada com padroes que

favorecem inclusao, robustez e manutenibilidade.
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CAPITULO

Consideracoes finais e Trabalhos futuros

Este capitulo apresenta as consideragdes finais sobre o desenvolvimento e os
resultados obtidos com a plataforma X-RAT, relacionando-os aos objetivos propostos e
as contribuicoes alcancadas ao longo da pesquisa. A seguir, sdao discutidos como os
objetivos geral e especificos foram atingidos, as principais contribuigoes deste trabalho e
as perspectivas de aprimoramento para estudos futuros.

A proposta central deste trabalho consistiu em aprimorar a plataforma X-RAT,
originalmente desenvolvida em trabalhos anteriores (PEIXOTO, 2023; LOPES, 2023),
ampliando sua capacidade de analise de confiabilidade de software por meio da
implementagao da funcionalidade de identificacao das causas de falhas em sistemas
operacionais. Esse aprimoramento permitiu transformar a ferramenta em uma solugao
completa, capaz de coletar, processar e analisar automaticamente eventos de falhas,
gerando relatérios detalhados de confiabilidade em computadores reais.

Durante o desenvolvimento, o objetivo geral — investigar as causas de falhas
em computadores que operam com os sistemas Windows 10 e 11, utilizando
uma abordagem automatizada de andlise de confiabilidade de software — foi
plenamente atingido. A refatoragdo da plataforma e o desenvolvimento Full Stack
(Front-end e Back-end) viabilizaram a integragao de todas as etapas do processo, desde
a coleta dos arquivos de log, até a categorizacao das falhas e geracao automética dos
relatérios. Com isso, foi possivel realizar andlises consistentes sobre os eventos de falha,
alinhadas as categorias propostas em estudos classicos sobre confiabilidade de sistemas
operacionais (JR. et al., 2013; JR. et al., 2014; SANTOS; JR.; TRIVEDI, 2021).

Kernel (OSknL), Servigos do Sistema (OSgyc) e Aplicagoes do Sistema (OSapp) e
aplicagoes do usuario (USRapp)

Os objetivos especificos também foram alcancados de forma satisfatoria:

1 Implementar uma metodologia de identificacao e categorizacao das causas
de falhas de software: a categorizacao foi estruturada de acordo com as trés

classes principais — Kernel (OSknr,), Servigos do Sistema (OSgyc) e Aplicagoes do
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Sistema (OSppp) — conforme a taxonomia proposta por Matias (JR. et al., 2013)
e consolidada em trabalhos posteriores (JR. et al., 2014; SANTOS; JR.; TRIVEDI,
2021). Essa estrutura possibilitou a associagao de eventos a suas respectivas causas

de falhas, tornando o diagndstico mais preciso e fundamentado.

Desenvolver o Front-end e Back-end integrados da plataforma: o Back-
end, implementado em FastAPI, e o Front-end, desenvolvido em React com suporte a
internacionalizacdo, proporcionaram uma interface intuitiva e acessivel, permitindo
que usuarios nao especializados possam enviar seus arquivos de log e obter relatorios

detalhados automaticamente.

Gerar relatérios automaticos e métricas de confiabilidade: a plataforma
calcula e apresenta métricas como MTBF (Mean Time Between Failures) e taxa de
falhas, além de estatisticas sobre a distribuicdo dos eventos, permitindo uma visao

quantitativa da confiabilidade dos sistemas analisados.

Dessa forma, os resultados obtidos demonstram que a pesquisa atingiu seus objetivos,

oferecendo uma ferramenta eficaz para analise de confiabilidade de sistemas operacionais,

alinhada com as abordagens empiricas e exploratérias descritas na literatura (JR. et al.,
2013; JR. et al., 2014; SANTOS; JR.; TRIVEDI, 2021; AVIZIENIS et al., 2004).

As principais contribui¢oes deste trabalho concentram-se em trés eixos: técnico, me-

todolégico e cientifico.

1 Contribuicao técnica: desenvolvimento de uma plataforma web Full Stack

moderna e modular, que automatiza o processo de analise de confiabilidade de
sistemas operacionais, integrando coleta, processamento e visualizacao de dados
em uma unica solucdo. Essa integracao facilita o uso em ambientes laboratoriais,

corporativos ou pessoais, ampliando o alcance e aplicabilidade do X-RAT.

Contribuicao metodolégica: implementacao de um pipeline completo de andlise
baseado em dados reais, utilizando logs de eventos (.evtx) do Windows para iden-
tificar e classificar falhas segundo uma taxonomia consolidada na literatura de con-
fiabilidade (AVIZIENIS et al., 2004; JR. et al., 2013; JR. et al., 2014). Essa abor-
dagem automatizada reduz a subjetividade e o esfor¢o manual na andlise, contribu-

indo para a reprodutibilidade dos experimentos.

Contribuicao cientifica: consolidacio da plataforma X-RAT como uma
ferramenta de apoio a pesquisa em confiabilidade de software, permitindo a
ampliacdo dos estudos sobre causas de falhas em sistemas operacionais de
propoésito geral, com base em grandes volumes de dados reais. Os resultados
obtidos validam a hipdétese de que a maioria das falhas observadas decorre de
componentes de servigos do sistema (OSgyc), corroborando estudos anteriores (JR.
et al., 2014; SANTOS; JR.; TRIVEDI, 2021).
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Com isso, este trabalho contribui para a continuidade das pesquisas do grupo X-RAT
na Universidade Federal de Uberlandia, fortalecendo o arcabouco experimental existente
e fornecendo uma base para analises mais amplas de confiabilidade e disponibilidade em
sistemas computacionais. Como trabalhos futuros, pretende-se aprimorar a plataforma

X-RAT em dois eixos principais, conforme orientagao recebida:

1 Expansao do conjunto de eventos de falhas classificados: aumentar a base
de dados de eventos e causas de falhas para incluir novas versoes de sistemas ope-
racionais e tipos de eventos ainda nao classificados, visando melhorar a precisao e a

abrangéncia da categorizacao.

(1 Analise de grupos de computadores: incluir uma funcionalidade que permita
comparar métricas de confiabilidade entre diferentes grupos de sistemas (por exem-
plo, ambientes corporativos, educacionais e domésticos), possibilitando a avaliagdo

de padroes coletivos de falhas e tendéncias de confiabilidade em larga escala.
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