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Resumo

Com o crescimento exponencial da quantidade de informacoes disponiveis na internet,
surgiu a necessidade de avaliar a veracidade das mesmas. E uma necessidade crucial e
estudos tem sido feitos para tratar desse problema, como é o objetivo deste trabalho.
Propde-se entao um estudo sobre a aplicacao de técnicas de Processamento de Linguagem
Natural (PLN) e Aprendizado de Maquina (AM) para uma classifica¢do automética de
noticias. O estudo ird abranger desde a coleta e pré-processamento dos dados até a

implementacao e avaliacdo de modelos de AM para classificagao.

Palavras-chave: fake news, Classificacao de textos, Processamento de Linguagem Na-

tural, Aprendizado de Maquina.
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1 Introducao

O mundo contemporaneo esta imerso em um mar de informagoes, caracterizando-se pela
Era da Informagao (JAMIL, 2007), na qual noticias e conteidos sdo gerados em um
ritmo sem precedentes. Uma das caracteristicas dessa era é a modificagdo no mercado,
que rapidamente deixa de privilegiar a industria tradicional e passa a valorizar a infor-
magcao e a tecnologia em maior escala. Com o advento da internet e das redes sociais, a
quantidade de dados disponiveis cresceu exponencialmente, aumentando a desconfianca
sobre a confiabilidade desses dados e tornando-se desafiador para os usuarios acessarem
contetidos realmente relevantes. Nesse contexto, a classificacdo automatica de noticias

torna-se uma necessidade para otimizar o processo de busca e acesso a informacoes.

A classificagao de noticias, ou categorizagdo de textos, é o processo de atribuir automa-
ticamente uma categoria ou rétulo a um determinado artigo ou texto com base no seu
conteido. Essa tarefa é fundamental para diversas aplicagoes, como sistemas de reco-
mendacao de contetdo, filtragem de spam e muitas outras. No entanto, a classificacdo de
noticias apresenta desafios tinicos devido a sua natureza dindmica e diversidade de tépicos

e estilos de escrita.

Para lidar com essa complexidade, a combinacao de técnicas de Processamento de Lingua-
gem Natural (PLN) e Aprendizado de Maquina (AM) tem se mostrado uma abordagem
eficaz. A PLN é uma &rea da inteligéncia artificial que se concentra na interagao entre
computadores e linguagem humana natural (GONZALEZ, 2003). Engloba uma variedade
de técnicas, incluindo andlise sintatica, semantica e pragmatica, que permitem extrair in-
formacoes significativas de textos nao estruturados. Por outro lado, o AM fornece os
métodos e algoritmos necessarios para treinar modelos capazes de aprender com os dados

e fazer previsdes ou tomar decisoes automaticamente.

Ao combinar PLN e AM, torna-se possivel desenvolver sistemas automatizados capazes
de analisar grandes volumes de textos de noticias e atribuir categorias relevantes a eles de
forma precisa e eficiente. Isso nao apenas facilita a organizagao e o acesso a informacgoes,
mas também abre portas para uma série de aplicacoes praticas, como personalizacao de
contetido, monitoramento de midia e deteccao de fake news, que é onde este trabalho ira

se concentrar.

1.1 Motivacao

A explosao da era digital trouxe consigo uma quantidade massiva de informacgoes disponi-

veis online, abrangendo uma ampla variedade de topicos e fontes. Nesse cenario, encontrar



e acessar contetudos relevantes tornou-se uma tarefa cada vez mais desafiadora. A cres-
cente necessidade de otimizar esse processo de busca e acesso a informagoes pertinentes
motiva o desenvolvimento de sistemas inteligentes capazes de classificar automaticamente

noticias.

Além disso, a disseminacao de desinformacao e fake news na internet destaca a importan-
cia critica de ferramentas capazes de filtrar e identificar contetidos confiaveis. A classifi-
cagao automatizada de noticias ndo apenas melhora a eficiéncia na organizacao e acesso a
informagoes, mas também contribui para mitigar os efeitos prejudiciais da desinformacao

na sociedade.

Expandindo um pouco mais neste topico, a seguir sao apresentados alguns exemplos de
efeitos prejudiciais oriundos da desinformagao na sociedade, ou das famosas fake news
(TEIXEIRA AMANDA DUARTE MARCOS, ):

1. Desestabilizagao da democracia: A disseminacao de informagoes falsas pode
minar a confianga nas instituicoes democraticas, diminuindo a credibilidade do pro-
cesso eleitoral e levando a decisdes politicas baseadas em informagoes distorcidas ou

falsas.

2. Polarizagao e divisao social: fake news muitas vezes sao projetadas para explorar
divisoes sociais existentes e criar conflitos entre diferentes grupos da sociedade. Isso
pode levar a uma polarizacao ainda maior, dificultando o didlogo e a cooperacgao

entre diferentes partes da populagao.

3. Impactos na satide publica: Noticias falsas relacionadas a satde, como teorias da
conspiracao sobre vacinas ou remédios milagrosos, podem ter consequéncias graves
para a saude publica. Elas podem desencorajar as pessoas a buscar tratamento
médico adequado, disseminar informagoes perigosas sobre doencas e contribuir para

surtos de doencas evitaveis.

4. Prejuizos econdmicos: A propagacao de fake news também pode ter impactos
econdmicos significativos, especialmente quando se trata de noticias falsas sobre
empresas ou mercados financeiros. Investidores podem tomar decisdes com base em

informagoes erroneas, levando a flutuagoes no mercado e prejuizos financeiros.

5. Dano a reputacgao e seguranca: Individuos e organizacoes podem sofrer danos
irreparaveis a sua reputacao devido a disseminagao de informacgoes falsas sobre os
mesmos. Isso pode afetar a segurancga pessoal, a integridade profissional e a confi-

anca do publico nas instituicoes.

6. Erosao da confianga na midia: A proliferacao de fake news pode levar a descon-

fianca generalizada em relacao aos meios de comunicagao tradicionais, tornando-se



mais dificil para o piblico discernir entre fontes confidveis e nao confiaveis de infor-

macao.

Em resumo, a desinformagcao representa uma ameagca séria e multifacetada para a socie-
dade, minando os fundamentos da democracia, prejudicando a satude piblica, causando
danos econdmicos e sociais e minando a confianca nas instituicbes. A luta contra a
desinformacao requer esforgos coordenados e abrangentes, incluindo educacao ptublica, re-
gulamentacgao de plataformas online e desenvolvimento de ferramentas tecnolégicas para

detectar e combater fake news.

1.2 Objetivo

O objetivo do trabalho de conclusao de curso é aplicar e analisar a viabilidade de classifi-
cacao de noticias em duas classes - verdadeiras e falsas - com o intuito de detectar possiveis
fake news. A analise sera conduzida utilizando trés métodos de entrada do Aprendizado

de Maquina: Naive Bayes, Maquina de Vetores de Suporte e Regressao Logistica.

1.3 Organizacao da monografia
O capitulo 2 apresenta toda a fundamentagao teédrica utilizada e conveniente a leitura
deste trabalho.

O capitulo 3 apresenta trés trabalhos correlatos e um breve detalhamento de seus escopos,

objetivos e conclusoes.
O capitulo 4 traz o detalhamento dos experimentos e resultados obtidos via cédigo Python.

O capitulo 5 elucida uma conclusao e dispoe de analises sobre os resultados obtidos no

capitulo 4, além da proposicao de trabalhos futuros.



2 Fundamentacao teodrica

A integracgao de assistentes virtuais como Amazon Alexa, Google Assistente ou a Siri da
Apple em nossas vidas exemplifica a interacao crescente entre humanos e maquinas por
meio da linguagem natural, uma habilidade inata que é utilizada desde tempos primordi-
ais. No entanto, ¢ importante notar que os computadores operam em uma légica binaria,
lidando apenas com dados representados por Os e 1s. Portanto, surge a questao: como as

maquinas podem compreender a complexidade da linguagem humana?

A resposta a essa pergunta reside no campo do Processamento de Linguagem Natural
(PLN), uma disciplina da Ciéncia da Computacao dedicada ao desenvolvimento de méto-
dos para analisar, modelar e compreender a linguagem humana (VAJJALA et al., 2020).
Essencialmente, toda aplicagao inteligente que envolve interacao por meio da linguagem
natural depende, em alguma medida, do processamento de linguagem natural (SANTOS
et al., 2022). Existem diversas alternativas para solucionar esse problema e serdo explo-

radas algumas delas neste projeto.

2.1 Casos de uso comuns

Para se ter uma maior nogao do quao profunda é a integracao do PLN na vida das pessoas

serao exemplificadas inimeras aplicacoes de PLN em cenarios do mundo real a seguir.

e (Classificacdo de spams, caixas de prioridades e auto-complete em plataformas de

e-mail como Gmail, Outlook, etc.

e Assistentes de voz como Siri, Alexa, Google Assistente e Microsoft Cortana usam
técnicas de PLN para interagir com o usuario, entender seus comandos e responder

de acordo.

e Sistemas de busca modernos como Google e Bing, que sao os pilares do acesso a
informagao da internet atual, usam intensivamente PLN para inimeras sub tarefas
como por exemplo: compreensao de consultas, respostas a perguntas, recuperagao

de informacoes e classificacdo e agrupamento dos resultados, dentre muitas outras.

e Servigos de traducao automatica, como o Google Tradutor, o Bing Microsoft Tra-
dutor e o Amazon Tradutor, estdo sendo cada vez mais utilizados no mundo atual

para realizar uma ampla gama de tarefas.

A PLN situa-se numa area do campo da Inteligéncia Artificial que se dedica a compre-

ender, analisar e, eventualmente, gerar linguagem humana de modo a possibilitar inte-
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Figura 1 — Tarefas e aplicagdes do PLN. Adaptado de (VAJJALA et al., 2020)

ragoes semelhantes as realizadas entre individuos e computadores (JURAFSKY; MAR-
TIN, 2008). Nos tltimos anos, essa disciplina vem ganhando consideravel popularidade,
em grande parte devido a facil acessibilidade a informagao proporcionada pela Internet,
tornando-se assim nao apenas atrativa, mas também essencial (JACKSON; MOULINIER,
2007).

2.2 Tarefas principais de PLN

Em diversos projetos de Processamento de Linguagem Natural, ¢ comum encontrar um
conjunto de tarefas fundamentais que surgem repetidamente. Dada a sua importancia
central, essas tarefas foram minuciosamente estudadas (VAJJALA et al., 2020). Domina-
las de maneira adequada é fundamental para capacitar o desenvolvimento de uma ampla
gama de aplicagoes de PLN em diferentes campos. A seguir, tais tarefas sao apresentadas

sucintamente:

e Modelagem da linguagem: Esta ¢é a funcao de prever qual sera a palavra seguinte
em uma frase com base no contexto das palavras anteriores. O objetivo é compre-
ender a probabilidade de uma sequéncia de palavras ocorrer em um determinado
idioma. A modelagem de linguagem é valiosa para o desenvolvimento de solugbes
em uma ampla gama de problemas, como reconhecimento de voz, reconhecimento
optico de caracteres, reconhecimento de escrita manual, tradugdo automatica e cor-

recoes de ortografia.



e Classificacao de textos: Trata-se da atividade de classificar o texto em diferentes
conjuntos de categorias pré-definidas com base em seu conteudo. A classificacao de
texto é amplamente reconhecida como uma das tarefas mais comuns e essenciais
em PLN, sendo empregada em uma diversidade de ferramentas, que vao desde a

identificacdo de spam em e-mails até a andlise de sentimentos.

e Extracao de informacgoes: Conforme o proprio nome indica, esta é a atividade
de recuperar informacgoes pertinentes a partir de textos, como eventos de calendario

de e-mails ou nomes de individuos mencionados em postagens em redes sociais.

e Recuperacao de informacgoes: Esta tarefa consiste em localizar documentos re-
levantes para uma consulta feita pelo usuario em uma extensa colecao. Exemplos
conhecidos de aplicagdo da recuperagao de informagoes incluem servigos como a

Pesquisa do Google.

e Agentes de conversagao: Esta é a tarefa de construir sistemas de didlogo que
possam conversar em linguagens humanas. Alexa, Siri, etc., sdo algumas aplicagoes

comuns desta tarefa.

e Resumo de texto: Esta tarefa tem como objetivo criar resumos curtos de docu-
mentos mais extensos, mantendo o contetido principal e preservando o significado

geral do texto.

e Responder a perguntas: Esta é a atividade de desenvolver um sistema capaz de

responder automaticamente a perguntas formuladas em linguagem natural.

e Traducao automatica: Esta é a tarefa de converter um trecho de texto de um
idioma para outro. Ferramentas como o Google Tradutor sao aplicagdes comuns

desta tarefa.

e Modelagem de tépicos: Esta tarefa consiste em revelar a estrutura tematica de
uma extensa colecdo de documentos. A modelagem de tépicos é uma ferramenta
comum de mineracao de texto e é empregada em diversos dominios, que vao desde

a literatura até a bioinformaética.

A Figura 2 ilustra uma sequéncia de tarefas dispostas em ordem de dificuldade, comecando

das mais simples até aquelas mais complexas:
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Figura 2 — Tarefas ordenadas de acordo com a sua respectiva dificuldade. Adaptado
de (VAJJALA et al., 2020)

2.3 Aprendizado de maquina

Em termos gerais, inteligéncia artificial ¢ um ramo da ciéncia da computacao que tem
como objetivo construir sistemas capazes de realizar tarefas que exigem inteligéncia hu-
mana. Isso as vezes também é chamado de “inteligéncia de maquina”. As bases da [A
foram estabelecidas na década de 1950 em um workshop organizado no Dartmouth Col-
lege (VAJJALA et al., 2020). A IA inicialmente foi amplamente construida com base em
sistemas 16gicos, heuristicas e baseados em regras. A aprendizagem de méaquina (AM)
é¢ um ramo da A que lida com o desenvolvimento de algoritmos que podem aprender a
realizar tarefas automaticamente com base em um grande nimero de exemplos, sem a

necessidade de regras elaboradas manualmente.

Os algoritmos de aprendizado de maquina podem ser classificados em uma taxonomia com
base nos resultados desejados do algoritmo (AYODELE, 2010). Dentre os tipos comuns

de algoritmos estao:

e Aprendizado supervisionado: o algoritmo gera uma fungdo que mapeia entradas
para saidas desejadas, como o problema de classificacao, em que busca-se aprender
(ou aproximar) o comportamento de uma fungdo que mapeia um vetor para uma

das varias classes, com base em exemplos de entrada e saida.

e Aprendizado nao supervisionado: este modelo lida com um conjunto de entradas

sem exemplos rotulados.



e Aprendizado semi-supervisionado: combina exemplos rotulados e nao rotulados para

gerar uma funcao ou classificador apropriado.

e Aprendizado por reforco: o algoritmo aprende uma politica para agir com base
em observagoes do mundo. Cada acao afeta o ambiente, que fornece feedback para

orientar o aprendizado.

O Deep Learning se enquadra principalmente na categoria de Aprendizado supervisio-
nado, embora também possa ser aplicado em outras categorias, como Aprendizado nao
supervisionado e Aprendizado por reforco. O DL refere-se ao ramo do Aprendizado de
Maquina que se baseia em redes neurais. AM, DL e PLN sao todos subcampos dentro da
IA.

A compreensao da interconexao entre AM, TA, Deep Learning e Processamento Natural
de Linguagem revela a importancia fundamental dos dados de entrada. Especificamente
na analise textual, a qualidade desses dados exerce um impacto significativo no desem-
penho dos modelos empregados. A limpeza de texto emerge, portanto, como uma etapa
de fundamental importancia nesse contexto. A remoc¢ao de ruidos, a padronizagao da
formatacao e a extracao de informagoes relevantes por meio deste processo promovem

uma maior eficicia dos modelos de TA na interpretacao e analise de texto.

2.4 Pré-Processamento

A etapa principal no contexto deste projeto de limpeza de dados é o pré-processamento,
que envolve a remocao de informagoes que possivelmente nao adicionam nada de 1til ao
classificador. Isso ocorre porque todo programa de PLN tipicamente opera em um nivel

de sentencgas, esperando uma minima separacao das palavras.

A extragao e limpeza dos textos se refere ao processo de extrair texto bruto dos dados de
entrada, removendo todas as outras informacoes nao textuais, como marcacoes, metada-
dos, etc., e convertendo o texto para o formato de codificagdo necessario. Tipicamente,
isso depende do formato dos dados disponiveis na organizagao (por exemplo, dados esta-

ticos de PDF, HTML ou texto, algum tipo de fluxo continuo de dados, etc.).

Sera realizada a limpeza de todas as noticias avaliadas da base. Para isso, serdo empre-

gados métodos como:

e Tokenizacao: Consiste na transformacio das palavras de cada texto em tokens,

que sao unidades individuais, como palavras ou pontuacoes.

e Conversao para minudsculas: Envolve a conversao de todas as letras de todos
os tokens para minusculas, a fim de garantir consisténcia e evitar a distingao entre

palavras com letras maidsculas e mintusculas.



e Remocao de pontuagao e stopwords: Envolve a eliminacao de pontuagoes,
como virgulas e pontos finais, bem como stopwords, que sdo palavras comuns que
geralmente nao contribuem para o significado de um texto, como “é”, “de”, “a”,

entre outras.

e Lematizacao: Consiste em reduzir as palavras aos seus lemas, que sao suas formas
PO

basicas de dicionario. Por exemplo, “correndo”, “corre” e “correu” seriam reduzidos

a0 mesmo lema “correr”.

2.5 Representacao de Textos

A representacao dos tokens criados anteriormente é uma etapa importante para qualquer
problema de aprendizado de maquina. Nao importa o quao bom seja o algoritmo de
classificacao utilizado, se a entrada fornecida for inadequada, os resultados obtidos serao
ruins. Na ciéncia da computacgao, isso é frequentemente referido como “lixo entra, lixo

sai” (VAJJALA et al., 2020).

A transformacao de um texto em forma numérica, para que possa alimentar algoritmos de
PLN e AM, é fundamental para o processamento eficiente da linguagem natural. Na ter-
minologia de PLN, essa conversao de texto bruto para uma forma numérica é denominada

representacao de texto.

Na figura a seguir observa-se como ficaria esse fluxo:

. |Limpeza e Pré-

Texto Bruto »
processamento

> Tokenizacdo

Representacdes

Valicaggo [#— Modelagem Mateméaticas

Figura 3 — Fluxo da PLN. Adaptado de (VAJJALA et al., 2020)

2.5.1 Bag of Words

A abordagem Bag of Words (BoW) é uma técnica classica de representacao de texto que
tem sido amplamente utilizada em PLN, especialmente em problemas de classificacao de
texto. A ideia-chave por tras é a seguinte: representar o texto como uma colecao de

palavras, ignorando a ordem e o contexto. A intuicao bésica é que ela assume que o



texto pertencente a uma classe especifica no conjunto de dados é caracterizado por um
conjunto Unico de palavras. Se duas porcoes de texto tém palavras quase idénticas, entao
elas pertencem ao mesmo saco (classe). Assim, ao analisar as palavras presentes em um

pedago de texto, pode-se identificar a classe (saco) a que pertence.

A BoW mapeia palavras para IDs inteiros tnicos entre 1 e |V|. Cada texto é entdo
convertido em um vetor de dimensées |V|, onde no componente i-ésimo desse vetor, i =

Wiq é simplesmente o niimero de vezes em que a palavra W ocorre no texto.

Em um exemplo composto por quatro textos:

1D Texto

T1 | Dog bites man.
T2 | Man bites dog.
T3 | Dog eats meat.
T4 | Man eats food.

Tabela 1 — Exemplos de textos (T1, T2, T3, T4). Fonte: (VAJJALA et al., 2020)

Dessa forma, ao aplicar a légica da BoW, coloca-se um ID em cada palavra ocorrente em
cada texto da tabela 1. Assim, se dog = 1, bites = 2, man = 3, meat = 4, food = 5,
eats = 6, T1 resultard em [1 1 1 0 0 0]. Isso porque as primeiras trés palavras aparecem
exatamente apenas uma vez em T1 e as ultimas trés nao aparecem. Ja T4 seria [0 010
11].

Vantagens da BoW:

e Relativamente simples de entender e facil de implementar.

e Com essa representacio, textos que possuem as mesmas palavras terao suas repre-
sentagoes vetoriais mais proximas umas das outras em comparagao com textos que
possuem palavras completamente diferentes. Utilizando-se da distancia euclidiana,
tem-se que a distancia entre T1 e T2 é 0, em comparacao com a distancia entre
T1 e T4, que é 2. Assim, o espago vetorial resultante do esquema BoW captura a
similaridade semantica dos textos. Portanto, se dois textos possuem vocabularios

semelhantes, eles estarao mais préximos um do outro no espago vetorial, e vice-versa.

Desvantagens da BoW:

e O tamanho do vetor aumenta com o tamanho do vocabulario. Assim, a dispersao
continua sendo um problema. Uma maneira de controla-la ¢ limitar o vocabulario

para um nimero n das palavras mais frequentes.

e Nao captura a similaridade entre palavras diferentes que significam a mesma coisa.

Supoe-se trés documentos:“Eu corro”, “Eu corri” e “Eu comi”. Os vetores BoW de



todos os trés documentos estarao igualmente distantes, ainda mais considerando a

lematizacao do pré-processamento.

e Como o nome indica, é um “saco” de palavras, isto é, a informacao da ordem
das palavras é perdida nesta representacao. Tanto T1 quanto T2 terao a mesma

representacao neste esquema.

2.5.2 Tarefa de classificacao

E-mails sdo verificados diariamente por muitas pessoas, muitas vezes varias vezes ao
dia. Uma funcionalidade ttil encontrada em muitos provedores de servigos de e-mail é
a capacidade de separar automaticamente e-mails de spam dos e-mails regulares. Isso
exemplifica o uso de uma tarefa comum de PLN conhecida como classificacdo de texto,
que consiste em atribuir uma ou mais categorias a um determinado trecho de texto a

partir de um conjunto maior de categorias possiveis.

No exemplo de identificagao de spam de e-mail, existem duas categorias - spam e nao spam
- e cada e-mail recebido ¢é atribuido a uma dessas categorias. Esta tarefa de categorizar
textos com base em algumas propriedades tem uma ampla variedade de aplicagdoes em
diversos dominios, como midias sociais, comércio eletronico, saude, direito e marketing,
citando-se apenas alguns. Embora o propésito e a aplicagao da classificacao de texto
possam variar de um dominio para outro, o problema abstrato subjacente permanece o
mesmo. Essa invariabilidade do problema central e suas aplicacdes em uma infinidade de
dominios tornam a classificacao de texto amplamente utilizada na industria e pesquisada
na academia. Neste projeto, serao utilizados métodos conhecidos de classificagao de textos

para lidar com a identificagdo de noticias falsas.

Em aprendizado de méquina, a classificagao é o problema de categorizar uma instancia de
dados em uma ou mais classes conhecidas. Os dados podem ser originalmente de diferentes
formatos, como texto, fala, imagem ou numérico. A classificacao de texto é uma instancia
especial do problema de classificacdo, onde o ponto de dados de entrada sao textos e o
objetivo é categorizar cada texto em um ou mais grupos (chamados de classe) de um
conjunto de grupos predefinidos. O texto pode ter comprimento arbitrario: um caractere,
uma palavra, uma frase, um paragrafo ou um documento completo. No cenario deste
projeto, deseja-se classificar todas as noticias de um dado repositério em duas categorias:
verdadeira ou falsa. O desafio da classificacao de texto é “aprender” essa categorizagao a
partir de uma colecao de exemplos para cada uma dessas categorias e prever as categorias
para novas noticias. Fora desse contexto, essa categorizagdo nem sempre precisa resultar

em uma ou duas categorias; pode haver qualquer nimero de categorias disponiveis.

A abordagem de classificacdo supervisionada, incluindo a classificagao de texto, pode

ser distinguida em trés tipos com base no nimero de categorias envolvidas: classificagao



bindria, multiclasse ou multirrétulo (CERRI; FERREIRA et al., 2019). Se o ntimero de
classes for dois, é chamada de classificagdo bindria. Se o nimero de classes for maior que
dois, é chamada de classificacao multiclasse. Assim, classificar um e-mail como spam ou
nao spam é um exemplo de configuracao de classificagdo binaria, assim como classificar

uma noticia em verdadeira ou falsa.

Classificar o sentimento de uma anélise de um filme por exemplo como negativo, neutro
ou positivo é um exemplo de classificacdo multiclasse. Tanto em configuragoes binarias
quanto multiclasse, cada documento pertence exatamente a uma classe de C, onde C ¢é o

conjunto de todas as classes possiveis.

Na classificagdo multirrétulo, um documento pode ter um ou mais rétulos/classes associ-
ados a ele. Por exemplo, um artigo de noticias sobre um jogo de futebol pode pertencer
a mais de uma categoria, como “esportes” e “futebol”, simultaneamente, enquanto outro
artigo de noticias sobre eleicbes nos EUA pode ter os rétulos “politica”, “EUA” e “elei-
¢oes”. Assim, cada documento tem rétulos que sao um subconjunto de C. Cada artigo
pode estar em nenhuma classe, exatamente em uma classe, em varias classes ou em todas
as classes. As vezes, o nimero de rétulos no conjunto C pode ser muito grande (conhecido

como “classificagao extrema”). Neste projeto, o foco serd apenas na classificagdo bindria.

A seguir serdao expostos alguns classificadores comuns e de entrada. Nao estd no escopo
deste projeto se aprofundar em uma explicagao detalhada do passo a passo dos classifica-

dores.

2.5.2.1 Classificador Naive Bayes

O Naive Bayes é um classificador probabilistico que utiliza o teorema de Bayes para clas-
sificar textos com base nas evidéncias observadas nos dados de treinamento. Ele estima a
probabilidade condicional de cada caracteristica de um texto dado para cada classe com
base na ocorréncia dessa caracteristica naquela classe e multiplica as probabilidades de
todas as caracteristicas de um texto dado para calcular a probabilidade final de classifi-
cacao para cada classe. Por fim, ele escolhe a classe com a maior probabilidade. Sendo

assim, Naive Bayes é um classificador generativo.

2.5.2.2 Maquina de Vetores de Suporte

Descreve-se a regressao logistica como um classificador discriminativo que aprende os
pesos para cada caracteristica individual e prevé uma distribuicao de probabilidade sobre
as classes. O classificador MVS, inventado no inicio dos anos 1960, é um classificador
discriminativo assim como a regressao logistica. No entanto, ao contrario da regressao
logistica, ele busca encontrar um hiperplano 6timo em um espago de dimensao superior,
que pode separar as classes nos dados por uma margem maxima possivel. Além disso,

as MVSs sao capazes de aprender até mesmo separagoes nao lineares entre classes, ao



contrario da regressao logistica. No entanto, elas também podem levar mais tempo para

treinar.

2.5.2.3 Regressao Logistica

Em contraste ao classificador Naive Bayes, ha um classificador que visa aprender a distri-
buicao de probabilidade sobre todas as classes, chamado de discriminativo. A regressao
logistica é um exemplo de classificador discriminativo e é comumente usado na classifi-
cacao de texto como uma linha de base em pesquisas e como um PMV em cenarios da

industria do mundo real.

Diferentemente do Naive Bayes, que estima probabilidades com base na ocorréncia de
caracteristicas em classes, a regressao logistica “aprende” os pesos para caracteristicas
individuais com base em quao importantes sao para tomar uma decisao de classificagao.
O objetivo da regressao logistica é aprender um separador linear entre classes nos dados de
treinamento com o objetivo de maximizar a probabilidade dos dados. Esse “aprendizado”
dos pesos das caracteristicas e da distribuicao de probabilidade sobre todas as classes
é feito por meio de uma fun¢do chamada funcao “logistica”, e (dai o nome) regressao

logistica.

2.5.3 Treinamento e teste

Na fase de treinamento e teste de um modelo de classificagao de texto, é preciso dividir o
conjunto de dados em duas partes distintas: conjunto de treinamento e conjunto de teste.
Essa divisao permite avaliar o desempenho dos modelos em dados nao vistos, ou seja, em

dados que nao foram usados durante o treinamento.

e Conjunto de Treinamento: Esta parte do conjunto de dados ¢ utilizada para treinar
o modelo. Durante o treinamento, o modelo é exposto a exemplos rotulados, ou seja,
exemplos de texto juntamente com suas respectivas classes ou rétulos. O modelo
ajusta seus parametros com base nessas informagoes para aprender a relagao entre

0s recursos, no caso palavras e as classes.

e Conjunto de Teste: Apos o treinamento, o modelo é avaliado no conjunto de teste.
Este conjunto contém exemplos de texto que o modelo nao viu durante o treina-
mento. O objetivo ¢ verificar se o modelo fez uma boa generalizacao para dados nao

vistos e é capaz de fazer previsoes precisas em situagoes do mundo real.

E importante garantir que a divisdo entre os conjuntos de treinamento e teste seja feita de
forma aleatéria para evitar viés nos conjuntos. A proporcao entre os dois conjuntos pode

variar dependendo do tamanho do conjunto de dados e da complexidade do problema, mas



uma pratica comum é utilizar cerca de 70-80% dos dados para treinamento e o restante

para teste.

2.5.4 Medidas de desempenho

Nesta secao, serao analisadas algumas métricas de avaliacao, que sdo comumente usadas
para medir sistemas de PLN. Para a maioria das métricas dessa categoria, assume-se um
conjunto de teste onde tem-se a verdade absoluta ou rétulo (anotagoes humanas, respostas
corretas). Os rétulos no caso deste projeto sao binérios (0 ou 1 para falso ou verdadeiro
respectivamente). A saida do modelo de PLN em um ponto de dados é comparada com
o rétulo correspondente para esse ponto de dados, e as métricas sao calculadas com base
na correspondéncia (ou falta de correspondéncia) entre a saida e o rotulo. Para a maioria
das tarefas de PLN, a comparacao pode ser automatizada, portanto, a avaliagdo pode ser

automatizada.

2.5.4.1 Matriz de confusao

A matriz de confusdo é uma tabela que permite visualizar o desempenho de um modelo
de classificagdo em um conjunto de dados de teste. Ela mostra a contagem de verdadeiros
positivos (VP), falsos positivos (FP), verdadeiros negativos (VN) e falsos negativos (FN)
para cada classe do problema de classificagdo. Essa matriz é util para entender como o

modelo estd classificando corretamente e incorretamente as instancias de cada classe.

Na matriz de confusao, as linhas representam as classes reais ou verdadeiras, enquanto
as colunas representam as classes previstas pelo modelo. Cada célula da matriz contém o
numero de instancias que foram classificadas de acordo com a intersecao das classes reais

e previstas. Uma representacao comum da matriz de confusao é a seguinte:

Classe prevista

Classe real | Positiva | Negativa
Positiva VP FP
Negativa FN VN

Tabela 2 — Matriz de Confusdo

2.5.4.2 Acurdcia, precisao, revocacao e F1

A matriz de confusao é uma ferramenta essencial para avaliar o desempenho de modelos
de classificagdo. Ela apresenta a contagem de verdadeiros positivos (VP), falsos positivos
(FP), verdadeiros negativos (VN) e falsos negativos (FN). Com base nesses valores, pode-

se calcular varias medidas de desempenho importantes:



e Acuracia: é a proporcao de previsoes corretas feitas pelo modelo em relagao ao

total de previsoes. Ela é calculada como:

VP+ VN
VP+ FP+VN+ FN

accuracy =

A acuracia é ttil para avaliar o desempenho geral do modelo, especialmente quando

as classes sao balanceadas.

e Precisao: mede a proporcao de exemplos positivos previstos corretamente em re-

lacdo a todos os exemplos previstos como: positivos. Ela é calculada como

VP

precision = VP L FP

A precisdo é importante em casos onde os falsos positivos sdo custosos, como em

diagnosticos médicos.

e Revocagao: também conhecida como sensibilidade, mede a proporcao de exemplos
positivos que foram corretamente identificados pelo modelo em relagao a todos os

exemplos positivos reais. Ela é calculada como:

VP

recall = BTN

A revocacao é crucial em cenarios onde é importante recuperar todos os exemplos

positivos, como em sistemas de busca.

e Fl-score: é uma métrica que combina precisao e revocagdo em um unico valor,
capturando o equilibrio entre ambas. E calculado como a média harmonica de

precisao e revocacao, ou seja:

Pl 2 x precision x recall

precision + recall

O Fl-score ¢é 1til quando se quer uma tnica métrica que leve em consideragao tanto

a completude quanto a exatidao das previsoes.



3 Trabalhos Relacionados

As noticias falsas tém se tornado uma preocupacao crescente nos tltimos anos, pois podem
ter sérias consequéncias para individuos, organizagoes e sociedades. Varias técnicas de
aprendizado de maquina foram propostas para detectar e classificar noticias falsas, com
o objetivo de melhorar a precisao e eficiéncia do processo de classificacdo. Nesta secao
de trabalhos relacionados, serao analisados trés trabalhos recentes sobre classificacao de

noticias falsas usando aprendizado de maquina, publicados entre 2019 e 2023.

3.1 Fake news Classification Using Machine Learning

O trabalho de Mohammed et al. (2023) apresenta uma proposta baseada em aprendizado
de maquina para a classificacao de fake news, utilizando uma combinacao de técnicas de

processamento de linguagem natural (PLN) e algoritmos de classificacao.

Inicialmente, os artigos de noticias brutos sao pré-processados e caracteristicas relevantes
sao extraidas usando técnicas de PLN, como tokenizagao, stemming e marcacao de partes

do discurso.

Em seguida, diversos modelos de classificagdo sdo treinados e avaliados, incluindo regres-
sao logistica, arvore de decisao e maquina de vetores de suporte, utilizando varias métricas

de desempenho, como precisao, revocacao e pontuagao F1.

Os resultados experimentais demonstraram que a melhor abordagem foi a MVS, que
alcancou uma acuracia de 92% no conjunto de dados de teste na classificacdo de artigos
de fake news de fontes Indianas. Os autores destacam que a abordagem pode ser aplicada
em diversas areas, como monitoramento de redes sociais, filtragem de noticias e moderacao

de conteido, além de contribuir para o combate a disseminacao de fake news.

3.2 Comparacao de métodos de aprendizado de maquina para clas-

sificacao automatica de noticias em portugués.

A dissertagao de Saavedra (2023) propoe a comparacao de métodos classificadores de
textos aplicados a noticias em portugués. Inicialmente foi desenvolvido um coletor perso-
nalizado que recuperou mais de 18 mil noticias atualizadas de portais brasileiros, as quais

foram rotuladas manualmente em 19 classes tematicas distintas.

Foram exploradas diversas técnicas de pré-processamento e representacao textual, como
Word2Vec, Doc2Vec, Bag of Words com TF-IDF e fine-tunning de um modelo Bidirecti-



onal Encoder Representations for Transformers (BERT) pré-treinado. Para treinamento

e avaliagdo foram empregados algoritimos como Regressao Logistica e Support Vector

Machine.
O modelo BERT obteve o melhor desempenho, com 93% de acuracia e 98% de F1. No

entanto, combinagdes como Bag of Words + MVS e Doc2Vec + regressao logistica emer-

giram como métricas satisfatérias do ponto de vista de custo-beneficio computacional.

3.3 Classificacao de noticias digitais utilizando Processamento de

Linguagem Natural

No contexto do trabalho de Lima (2023), também foi utilizado o repositério Corpus
Fake.Br (SANTOS; MONTEIRO; PARDO, 2018) e o objetivo foi criar um modelo com-
putacional para classificar noticias digitais em portugués brasileiro utilizando técnicas
de pré-processamento similares as vistas no capitulo 2 deste projeto, porém com outra

técnica de representacao textual: Word Embeddings.

Para melhor validagdo dos conjuntos de testes e treinamento, foi utilizado uma metodo-
logia chamada Validacao Cruzada K-fold, onde ocorre a separagao dos dados em varios
subconjuntos (dai a letra K, onde K é o niimero de subconjuntos), entdo varias iteragoes
sao feitas, onde em cada uma delas um subconjunto é determinado como o conjunto de
testes e os demais de treinamento, até que todas as combinagoes tenham sido feitas. Isso
permite verificar se o0 modelo esta sofrendo algum tipo de influéncia em relacao aos dados
de treinamento. O método para classificacao utilizado foi a Arvore de decisao da funcio

entropy da biblioteca scikit-learn do Python.

Os testes foram feitos em um escopo de 500 noticias escolhidas aleatoriamente do corpus
Fake.Br, divididos meio a meio entre noticias falsas e verdadeiras. A média da acuracia
sobre o conjunto de treinamento foi de 98.75%, enquanto que a média de acuracia para o
conjunto de testes foi de 55.59%.



4 (Classificacao de informacoes falsas

4.1 O corpus Fake.br

Nesta secao, sera discutido o corpus “Fake.Br”, composto por noticias em portugués (bra-
sileiro), tanto verdadeiras quanto falsas. Conforme indicado pelos autores, ndo ha outro
corpus semelhante disponivel para esta lingua (SANTOS; MONTEIRO; PARDO, 2018).
O repositorio do corpus “Fake.Br’ estd disponivel em <https://github.com/roneysco/
Fake.br-Corpus>.

Os autores destacam que a coleta de textos para este corpus foi uma tarefa desafiadora.
Demandou varios meses para encontrar e verificar manualmente as noticias falsas dis-
poniveis na web e, em seguida, procurar semi-automaticamente por noticias verdadeiras
correspondentes para cada uma das falsas. A etapa manual foi essencial para examinar
detalhadamente as noticias falsas, garantindo assim a qualidade e a confiabilidade do

corpus.

No total, foram coletadas 7.200 noticias, sendo exatamente 3.600 verdadeiras e 3.600
falsas. Todas estao em formato de texto simples, cada uma em um arquivo diferente.
Mantiveram a homogeneidade de tamanho o maximo possivel, mas algumas noticias ver-
dadeiras sao mais longas do que as falsas. Por esse motivo, também foi fornecido uma
versao do corpus com normalizacao de tamanho, na qual, para cada par de noticias ver-
dadeiras e falsas, o texto mais longo é truncado (em ntimero de palavras) para o tamanho
do texto alinhado mais curto. Foi estabelecido um intervalo de tempo de 2 anos para as
noticias, de janeiro de 2016 a janeiro de 2018, mas houve casos de noticias falsas neste
periodo que se referiam a noticias verdadeiras de um tempo anterior a isso. Porém isso

nao foi considerado um problema.

As noticias falsas foram analisadas e coletadas manualmente de 4 sites: Diario do Brasil,
A Folha do Brasil, The Journal Brasil e Top Five TV. Por fim, foram filtradas as noticias

que apresentavam meias verdades, mantendo apenas aquelas que eram totalmente falsas.

Ja as noticias verdadeiras foram coletadas de maneira semiautomatica. Foi usado um
rastreador para coletar noticias das principais agéncias de noticias do Brasil, nomeada-
mente, G1, Folha de Sao Paulo e Estaddao. O rastreador procurou nas paginas da web
correspondentes dessas agéncias por palavras-chave das noticias falsas. Cerca de 40.000
noticias verdadeiras foram coletadas desta forma. Para cada noticia falsa, foi aplicado
uma medida de similaridade lexical, escolhendo as mais semelhantes as noticias falsas,
e por fim uma tultima verificagdo manual foi feita para garantir que as noticias falsas e

verdadeiras estivessem relacionadas ao assunto. E interessante observar que houve casos



em que as noticias verdadeiras negavam explicitamente as falsas correspondentes, mas

outras eram meramente sobre o mesmo tépico.

4.2 Metodologia de classificacao

Como mencionado na secao anterior, sera utilizado neste projeto o repositério “Fake.Br-
Corpus” (SANTOS; MONTEIRO; PARDO, 2018) de 7200 noticias, 3600 sabidamente
falsas e 3600 sabidamente verdadeiras para treinar métodos de classificacdo com teor
bindrio, isto é, recebendo um conjunto de noticias como entrada e serao atribuido as
mesmas quais sao verdadeiras e quais sao falsas. Para criacdo do cddigo, sera utilizado
Python na ferramenta Google Colab, com acesso & Gemini API, onde é possivel variar a

entrada entre textos, codigos, imagens e dudios (Google Gemini, 2024).
A Figura 4 mostra o cédigo, em linguagem Python, elaborado para a clonagem do repo-

sitério “Fake.Br” a partir do GitHub para a utilizagdo dos seus dados.

!pip install nltk
'pip install git-python

repo_dir = "/content/ "

if not os.path.exists(repo dir):

git.Repo.clone_from(“http

Figura 4 — Clonando do Github

Para todo o processo de classificagdo das noticias, serdo empregadas bibliotecas tradicio-
nais da linguagem Python. Estas ferramentas, conhecidas por sua eficiéncia e robustez,
facilitarao a implementacao dos métodos de classificagao, bem como a execucao da lim-
peza e organizacao dos dados. O uso dessas bibliotecas nao apenas simplifica o desenvol-
vimento, mas também garante uma base sélida e confiavel para a analise e interpretagao

dos resultados obtidos. Séo elas:

e os: manipulacao de diretérios da maquina virtual
e nltk: funcgoes de pré-processamento dos textos

e sklearn: classificadores e outras fungoes relacionadas



e matplotlib/seaborn: plotar a matriz de confusao

e random: randomizar a ordem dos dados

A Figura 5 mostra como foi feita a organizacao dos diretérios de noticias falsas e verda-

deiras em pastas diferentes sabendo-se assim qual classe esta sendo lida.

t nltk
nltk.tokenize import word_tokeni
n sklearn.feature extraction.tex ort CountVectorizer
klearn. s ion im train_test split

rn.naive bayes i MultinomialNB
n sklearn.linear model import LogisticRegression
klearn.metric confusion_matrix
n nltk.corpus impo ords
nltk.stem i WordNetlLemmatizer

~t matplotlib.pyplot as plt
seaborn as sns
£ random

-download( " punkt”)
nltk.download(
nltk.download(

diretorio_verdadeiras
diretorio_falsas =

Figura 5 — Bibliotecas utilizadas e organizacao de diretorios

O presente trabalho deve empregar uma abordagem que envolve a aplicagdo de méto-
dos de classificacao tradicionais, incluindo Naive Bayes, Maquina de Vetores de Suporte
e Regressao Logistica. No entanto, antes da implementacao desses métodos, uma etapa
fundamental de limpeza e organizacao dos dados sera conduzida. Esta fase inicial é funda-
mental para garantir a qualidade e a confiabilidade dos resultados obtidos posteriormente,

permitindo uma analise mais precisa e significativa dos dados.

4.2.1 Pré-processamento

O pré-processamento dos dados é uma etapa importante e segue um roteiro especifico
para garantir a qualidade e a eficacia das andlises subsequentes. Este processo inclui
diversas etapas, tais como a remocao de dados duplicados, a correcao de erros, a pa-
dronizacao de formatos, a tokenizacao de texto e a remocao de stopwords. Além disso,
técnicas de normalizacao, como a lematizacao e a stemming, sdo aplicadas para reduzir as
variagoes linguisticas. A etapa final envolve a vetorizacao dos textos, transformando-os

em representagdes numéricas adequadas para a entrada nos algoritmos de classificagao.

Esse roteiro, cuidadosamente elaborado, assegura que os dados estejam prontos para

serem processados pelos métodos de classificacdo selecionados, permitindo uma analise



precisa e significativa das noticias. Neste contexto, serdao utilizadas as seguintes etapas

para pré-processamento dos textos:

Tokenizacao

Conversao para minusculas

Remocao de stopwords e pontuagoes

Lematizacao

A Figura 6 ilustra como as etapas de pré-processamento foram implementadas no ambiente

da linguagem Python.

pre_processamento(texto):

tokens = word_tokenize(texto)

tokens [token.lower() for token in tokens]

stop_words = set(stopwords.words ( ))
tokens = [token for token in tokens if token.isalnum() and token not in stop| words]

lemmatizer = WordNetLemmatizer(
tokens = [lemmatizer.lemmatize(token) for token in tokens]

return * '.join(tokens)

Figura 6 — Pré-processamento dos textos

4.2.2 Construcio da Bag of Words (BoW)

Seguindo o referencial tedrico do capitulo 2, serd abordada agora a construcao da Bag of
Words. Para isso utiliza-se a funcao de pré-processamento da se¢ao anterior, aplicando-a
para cada noticia do repositorio. Assim que aplicado, as noticias sdo armazenadas em
um vetor cru de noticias, juntamente com os seus devidos rétulos, 1 para verdadeiras e 0
para falsas. Em seguida aplica-se uma randomizacao na ordem do vetor de noticias para

que aconteca um embaralhamento.

A Figura 7 mostra a fungdo construir_bow com o rotulamento, randomizagao e a sepa-
ragao do vetor em 2 listas, uma contendo apenas as noticias, e outra contendo apenas os
rotulos, porém respeitando a ordem em que foram distribuidos no vetor. Utiliza-se entao
um objeto CountVectorizer juntamente com o seu método fit_transform para criar a
representagao numérica descrita na subsecao 2.5.1. Por fim, retorna-se a Bag of Words

criada.



construir bow(diretorio verdadeiras, diretorioc falsas):
noticias = []

for arquivo in os.listdir(diretorio_verdadeiras}:
with open(os.path.join({diretorio verdadeiras, arquivo), 'r', encoding="utf
texto = f.read()
texto_processado = pre_processamento(texto)
noticias.append((texto processado, 1))

arquivo in os.listdir(diretorio_falsas):

with open(os.path.join({diretorio falsas, arquivo), 'r', encoding="utf-8"')) as f:
texto = f.read()
texto_processado = pre_processamento(texto)
noticias.append((texto processado, @))

random. shuffle(noticias)

lista noticias = [noticia[@] for noticia in noticias]
lista_rotulos = [noticia for noticia in noticias]

vectorizer = CountVectorizer()
matriz bow = vectorizer.fit transform{lista noticias)

n matriz bow, lista rotulos

bow completa, rotulos completos = construir bow{diretorio verdadeiras, diretorio falsas)

Figura 7 — Construcao da BoW

4.2.3 Divisao de dados em Treinamento e Teste

Como visto na se¢ao 2.5.3, na fase de treinamento e teste de um modelo de classificagao
de texto, é preciso dividir o conjunto de dados em duas partes distintas: conjunto de
treinamento e conjunto de teste. Essa divisdo permite avaliar o desempenho do modelo
em dados nao vistos, ou seja, em dados que nao foram usados durante o treinamento.
Para este fim, foi aplicada uma média de 80% para dados de treinamento e 20% para

teste, conforme cédigo contido na Figura 8.

O pardmetro random_state é um parametro usado para controlar a aleatoriedade. Quando
se define random_state para um valor especifico, garante-se que o resultado da funcao seja
reproduzivel, ou seja, executar a fungao varias vezes com o mesmo valor de random_state

produzirda sempre o mesmo resultado.



bow treino, bow teste, rotulos treino, rotulos teste = train test split(
2

bow completa, rotulos completos, test size=8.2, random state=52)

Figura 8 — Divisao de dados

4.3 Analise e comparacao dos resultados obtidos

Para comparacao e analise dos resultados, foram realizadas trés baterias de testes, cada
uma contendo trés execugoes, variando apenas a ordem em que as noticias foram treinadas

e interpretadas pelos modelos.
4.3.1 Maquina de Vetores de Suporte
4.3.1.1 Execucdo 1

e Matriz de confusao:

SVM Confusion Matrix
700

600

True

500

400

True labels

- 300

- 200

Fake

- 100

True Fake
Predicted labels

Figura 9 — Matriz de confusao MVS: 1



e Tempo de execugao: 29s

e Acuricia: 96.53%

Precisao : 95.68%
Revocacao : 97.52%

F1: 96.59%

4.3.1.2 Execucdo 2

e Matriz de confusao:

SVM Confusion Matrix

True labels
True

Fake

True Fake
Predicted labels

Figura 10 — Matriz de confusao MVS: 2

Tempo de execucgao: 26s
Acuréacia: 96.74%
Precisao : 95.03%
Revocacao : 98.61%

F1: 96.79%

700

600

500

400

- 300

- 200

- 100



4.3.1.3 Execucdo 3

e Matriz de confusao:

SVM Confusion Matrix
700

600

True

500

400

True labels

- 300

- 200

Fake

- 100

True Fake
Predicted labels

Figura 11 — Matriz de confusao MVS: 3

Tempo de execucgao: 23s
e Acuracia: 96.67%

Precisao : 95.05%

Revocacao : 98.48%

F1: 96.73%



4.3.1.4 Média Final MVS

Em média, o classificador MVS proporcionou:

e 26s de tempo de execucao

96.65% de acuracia

95.25% de precisao

98.20% de revocagao

96.70% de F1

4.3.2 Naive Bayes

4.3.2.1 Execucdol

e Matriz de confusao:

Naive Bayes Confusion Matrix

600

True

500

400

True labels

- 300

- 200

Fake

- 100

True Fake
Predicted labels

Figura 12 — Matriz de confusao Naive Bayes: 1

e Tempo de execugao: 1s



e Acuricia: 82.85%

e Precisao : 95.27%

Revocacao : 69.42%

F1: 80.32%

4.3.2.2 Execucdo 2

e Matriz de confusao:

Naive Bayes Confusion Matrix

600

True

500

400

True labels

- 300

Fake

- 200

- 100

True Fake
Predicted labels

Figura 13 — Matriz de confusao Naive Bayes: 2

Tempo de execugao: 1s
e Acuracia: 82.71%

Precisao : 92.56%

Revocacao : 71.03%

F1: 80.38%



4.3.2.3 Execucdo 3

e Matriz de confusao:

Naive Bayes Confusion Matrix

600

True

True labels

- 300

- 200

Fake

- 100

True Fake
Predicted labels

Figura 14 — Matriz de confusao Naive Bayes: 3

Tempo de execugao: 1s
e Acuracia: 84.58%

e Precisao : 96.30%

e Revocacgao : 72.02%

e F1: 82.41%

4.3.2.4 Meédia Final Naive Bayes

Em média, o classificador Naive Bayes proporcionou:

e 1s de tempo de execugao

e 83.38% de acurdcia



e 94.04% de precisao
e 70.49% de revocacao

e 81.04% de F1

4.3.3 Regressao Logistica

433.1 Execucio 1l

e Matriz de confusao:

Logistic Regression Confusion Matrix

700

600

True

500

400

True labels

- 300

- 200

Fake

- 100

True Fake
Predicted labels

Figura 15 — Matriz de confusao Regressao Logistica: 1

Tempo de execugao: 7s
e Acuracia: 96.53%

Precisao : 95.55%

Revocacao : 97.66%

F1: 96.59%



4.3.3.2 Execucao 2

e Matriz de confusao:

Logistic Regression Confusion Matrix

600

True

True labels

- 300

- 200

Fake

- 100

True Fake
Predicted labels

Figura 16 — Matriz de confusao Regressao Logistica: 2

Tempo de execugao: 8s
e Acuracia: 95.83%

Precisao : 94.30%

Revocacao : 97.48%

F1: 95.86%

4.3.3.3 Execucdo 3

e Matriz de confusao:
e Tempo de execugao: 6s

e Acuracia: 96.81%



Logistic Regression Confusion Matrix
700

600

True

500

400

True labels

- 300

- 200

Fake

- 100

True Fake
Predicted labels

Figura 17 — Matriz de confusao Regressao Logistica: 3

e Precisao : 95.68%
e Revocagao : 98.06%

e F1: 96.85%

4.3.3.4 Meédia Final Regressao Logistica

Em média, o classificador Regressao Logistica proporcionou:

e 7s de tempo de execugao

96.39% de acurdcia

95.51% de precisao

97.07% de revocacgao

96.10% de F1



5 Conclusao

Com base nos resultados obtidos, conclui-se que:

e O classificador MVS apresentou um desempenho geral bastante consistente, com alta
acuréacia (96.65%), precisao (95.25%), revocagao (98.20%) e Fl-score (96.70%). No
entanto, o tempo de execugao foi relativamente maior em comparac¢ao com os outros

modelos, com uma média de 26 segundos, se provando custoso computacionalmente.

e O classificador Naive Bayes demonstrou uma acuracia menor em comparacao com
o MVS, atingindo uma média de 83.38%. Apesar disso, apresentou um tempo de
execugao muito baixo, apenas 1 segundo. A precisao e o Fl-score também foram
razoavelmente altos, mas a revocagao foi menor, sugerindo que o modelo pode ter

dificuldades em identificar corretamente alguns casos positivos.

e A Regressao Logistica obteve resultados semelhantes ao MVS em termos de acuracia
(96.39%), precisao (95.51%) e Fl-score (96.10%). O tempo de execugao foi inter-
mediario, com uma média de 7 segundos. A revocacao foi ligeiramente menor em
comparacao com o MVS, indicando uma possivel tendéncia de subestimar os casos
positivos. Porém em uma situagao de mundo real provavelmente seria o método

preferivel dentre os trés citados devido ao seu custo-beneficio computacional.
Entretanto é preciso ressaltar alguns pontos:

e A aleatoriedade dos experimentos foi decidida exclusivamente pela ordem de leitura

das noticias.

e Todo e qualquer ajuste na etapa de pré-processamento tem influéncia direta no

resultado das classificacoes, logo é valido explorar diferentes estratégias nessa parte.



5.1 Trabalhos futuros

Como futuros trabalhos, pretende-se explorar as seguintes abordagens:

1. Conjunto de testes balanceado: Em vez de usar um conjunto de testes des-
balanceado, considerar a criacao de um conjunto de testes com 50% de noticias
verdadeiras e 50% de noticias falsas. Isso pode ajudar a reduzir possiveis vieses
dos modelos, em um cenario onde aleatoriamente foram escolhidas mais noticias

verdadeiras do que falsas por exemplo.

2. Variagcao nos Parametros de Aleatoriedade: Investigar diferentes fontes de
aleatoriedade, como o parametro random__state e os grupos de noticias selecionados
em métodos de validacao cruzada, como o K-fold. Ajustar esses pardmetros pode
fornecer insights sobre a estabilidade e a generalizacdo dos modelos em diferentes

Ccenarios.

3. Exploracdo de Outros Métodos de Representacao de Textos: Além da
abordagem de Bag of Words (BoW), considerar outros métodos de representacao

de textos, como:

e TF-IDF (Term Frequency-Inverse Document Frequency): Que leva
em consideragdo nao apenas a frequéncia das palavras em um documento, mas

também sua importancia em relagdo ao corpus inteiro.

e Word Embeddings (Word2Vec, Doc2Vec), etc.: Técnicas que mapeiam
palavras em vetores de alta dimensionalidade, capturando relagoes seméanticas

e contextuais entre as palavras.

e Modelos de Linguagem Pré-Treinados (BERT, GPT): Utilizar modelos
de linguagem pré-treinados e com grande confiabilidade para extrair represen-

tagoes ricas e contextualizadas das palavras.

Todas as abordagens adicionais citadas podem trazer melhores insights, melhorando ou
trazendo os modelos mais pertos da realidade, fornecendo resultados mais condizentes

com o mundo real.
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