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Resumo

Nos últimos anos, o uso da Inteligência Artificial (IA) experimentou um crescimento
exponencial em diversos domínios da vida cotidiana, incluindo transporte, saúde e se-
gurança. No entanto, a atual implementação de concepção e implementação de serviços
inteligentes torna desafiador aumentar o uso personalizado, organizado e em larga es-
cala da IA, especialmente para lidar com tarefas complexas para criação de recursos in-
teligentes. Neste contexto, esta tese propõe e avalia uma Arquitetura de IA como Serviço
(IAaaS) que visa abordar a falta de métodos atuais para implantar e fornecer serviços in-
teligentes para dispositivos heterogêneos e múltiplos usuários. O principal objetivo deste
projeto é pesquisar, desenvolver e validar uma Arquitetura de Inteligência Artificial como
um Serviço (IAaaS) que ofereça soluções e recursos baseados em IA sob demanda para
usuários e aplicativos. Para isso, é levantada uma hipótese sobre a viabilidade e ade-
quação de fornecer recursos de IA de forma simples no campo da visão computacional,
permitindo o gerenciamento da entrega e incorporação de serviços cognitivos para dispos-
itivos e usuários. Nesta tese, a hipótese foi deduzida e diferentes aspectos da arquitetura
IAaaS foram validados. Foram exploradas as capacidades da arquitetura IAaaS para com-
putação de borda, incluindo dispositivos convencionais e de baixo custo. Os resultados
demonstraram que modelos de IA leves, apesar de sua simplicidade, são adequados para
implantação em dispositivos de baixo custo, enquanto modelos mais profundos podem ser
usados para tarefas de predição nesses dispositivos. Os resultados indicam que a estru-
tura de controle de inteligência de borda proposta facilita efetivamente a comunicação e
gerencia o ciclo de vida de modelos de IA em um ambiente distribuído. Além disso, foi
explorado o gerenciamento da plataforma, o treinamento de modelo e as funcionalidades
de gerenciamento de conjuntos de dados por meio de experimentos que consideraram o
aprendizado federado. A abordagem proposta fornece um ambiente flexível e escalável que
suporta vários paradigmas de IA e permite a implantação e o gerenciamento eficientes de
modelos em dispositivos heterogêneos, ao mesmo tempo em que equilibra a eficiência com-
putacional com o desempenho do modelo. Por fim, foi demonstrada a funcionalidade do
otimizador de modelo da arquitetura IAaaS usando otimização de hiperparâmetros com



estratégias baseadas em Algoritmo Genético, Busca Aleatória e Otimização Bayesiana.
As descobertas estão alinhadas com o objetivo da Arquitetura IAaaS, que é fornecer
aos usuários e aplicativos soluções e recursos inteligentes facilmente acessíveis. Ao in-
cluir a otimização de hiperparâmetros, os usuários podem aproveitar as vantagens das
instalações eficientes da IAaaS e criar classificadores de alto desempenho sem exigir con-
figurações manuais extensas ou conhecimento especializado. Além disso, a abordagem
facilita soluções de IA personalizadas e escaláveis, promovendo a inovação e acelerando a
implantação de aplicações inteligentes em diversos contextos, tornando-a adequada para
cenários do mundo real.

Palavras-chave: Inteligência Artificial como Serviço. IAaaS. Visão Computacional.
Aprendizado Profundo. Computação de Borda. Otimização.



Abstract

In recent years, Artificial Intelligence (AI) has experienced exponential growth across
various domains of daily life, including transportation, healthcare, and security. However,
the current implementation of conceiving and implementing intelligent services makes it
challenging to increase the personalized, organized, and large-scale use of AI, particularly
to deal with complex tasks to create intelligent resources. In this context, this thesis
proposes and evaluates an AI as a Service (AIaaS) architecture that aims to address the
lack of current methods for deploying and delivering intelligent services for heterogeneous
devices and multiple users. The main goal of this project is to research, develop, and
validate an Artificial Intelligence as a Service (AIaaS) architecture that offers AI-based
solutions and resources on demand for users and applications. To this end, we proposed a
hypothesis regarding the feasibility and suitability of efficiently delivering AI resources in
the field of computer vision, allowing the handling of cognitive service delivery and em-
bodiment for devices and users. In this thesis, we deduced our hypothesis and validated
different aspects of AIaaS Architecture. We explored the capabilities of our AIaaS for
edge computing, including low-cost and conventional devices. Our results demonstrate
that despite their simplicity, lightweight AI models are well suited for deployment on low-
cost devices, whereas deeper models can be used for prediction tasks on these devices.
The results indicate that the proposed edge-intelligence control framework effectively
facilitates communication and manages the lifecycle of the AI models in a distributed en-
vironment. In addition, we exploited platform management, model training, and dataset
management functionalities through experiments that considered federated learning. Our
proposed approach provides a flexible and scalable environment that supports various AI
paradigms and enables efficient deployment and management of models across heteroge-
neous devices while balancing computational efficiency with model performance. Finally,
we demonstrated the model optimizer functionality of the AIaaS architecture using hyper-
parameter optimization with strategies based on a Genetic Algorithm, Random Search,
and Bayesian Optimization. Our findings are in line with the aim of AIaaS Architecture,
which is to provide users and applications with easily accessible intelligent solutions and



resources. By incorporating hyperparameter optimization, users can take advantage of ef-
ficient AIaaS facilities and create high-performance classifiers without requiring extensive
manual configurations or specialized knowledge. Furthermore, our approach facilitates
personalized and scalable AI solutions, fostering innovation and expediting the deploy-
ment of intelligent applications across diverse contexts, making it suitable for real-world
scenarios.

Keywords: Artificial Intelligence as a Service. AIaaS. Computer Vision. Deep Learning.
Edge Computing. Optimizing.
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Chapter 1
Introduction

AI has been considered the most prevailing technology over the past few decades.
According to a report by the International Data Corporation (IDC), global spending
on AI is projected to reach a cumulative global economic impact of $19.9 trillion by
2030 (FIORETTI et al., 2024). Gartner’s reports have highlighted AI-driven develop-
ment as a top trend in strategic technology and identified innovations that offer sig-
nificant importance, including cloud AI services, computer vision, edge AI, and model
operationalization (COSTELLO; RIMOL, 2019; JAFFRI; SICULAR, 2023).

The rapid expansion of computational services that support increasingly pervasive
and sophisticated connectivity for smart application delivery, particularly using AI, is
transforming daily tasks across various domains, including healthcare, elder care, enter-
tainment, education, precision agriculture, and security (ZHANG et al., 2021; ISMAIL;
BUYYA, 2022; MA et al., 2023). Currently, applications are contextually driven and
smart and are built for individual users, providing a unique and objective experience in
task execution. However, such applications generate vast amounts of data and the un-
derlying infrastructure requires methods to harmonize hardware from different functions
and vendors (SONG et al., 2022; NAHAVANDI et al., 2022). Technologies and methods
that enable smart application deployment are continuously evolving and guiding various
research avenues in the AI field.

Embedded systems have emerged as an important component in the development of
intelligent and ubiquitous applications, particularly in the field of deep learning-based im-
age classification. These systems, which are characterized by their cost-effectiveness and
low energy consumption, offer an ideal platform for implementing advanced algorithms in
practical settings (SINGH; GILL, 2023). The embedded AI market is expected to grow sig-
nificantly, with forecasts predicting it will reach $22.4 billion by 2030, driven by an annual
growth rate of 13.8% (TRIVEDI et al., 2024). Despite their promise, embedded systems
face notable challenges including limited computational resources, energy constraints, and
the need for real-time processing capabilities (SINGH; GILL, 2023; SHARMA; TOMAR;
HAZRA, 2024).
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In this sense, AI service deployment must be tailored and customized for each con-
text (NAHAVANDI et al., 2022; AHMED; JEON; PICCIALLI, 2022). For example, in
the case of deploying Machine Learning (ML) algorithms for disease identification based
on images, training, validation, testing, and deployment are essential steps that are re-
implemented for each developed application. These tasks require considerable hardware
resources and occur repeatedly, even in different applications. Thus, there is an opportu-
nity for techniques and methods that systematically organize and provide AI artifact life
cycle management and service delivery.

An artifact or resource of AI is a set of intelligent components that can be concep-
tualized as trained machine-learning models. In addition, there is a service for refining
and optimizing machine-learning models, datasets for model training, and source code
snippets for deploying models in the development of intelligent applications (AHMED;
JEON; PICCIALLI, 2022). Similar to virtualization, there were well-known techniques
such as Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Service
as a Service (SaaS), which advanced the state-of-the-art by enabling large quantities of
computational resources to be shared among different tenants, thereby optimizing the
resource utilization (MANVI; KRISHNA SHYAM, 2014).

This thesis innovates by applying and extending the concept of AIaaS, which entails
a service delivery model for AI, where users can access ML models and deploy them in
different ecosystems. Here, we propose an innovative layer for delivering AIaaS that fills
the gaps in cognitive service delivery, intelligence embedment on low-cost devices, and
artifact life cycle management.

1.1 Motivation

The use of AI methods combined with mobile and embedded devices has driven ad-
vancements in various technologies, enabling the development of intelligent devices such
as smartphones, smartwatches, and sensors integrated into different appliances. In this
context, it is essential to explore the use of deep neural networks on mobile and embed-
ded devices to support inference needs in comprising sensors, which will pave the way for
the next generation of intelligent devices required for future Internet of Everything-based
applications (HUSSAIN, 2017). Outsourcing and personalizing AI resources empower
application providers to contract AI services and enhance the robustness and efficiency
of their applications, particularly during software updates, by selectively applying AI
services.

Furthermore, delivering AI resources as a service provides a method of organizing
these artifacts, particularly by facilitating the improvement and adjustment of AI arti-
facts within a single platform. For example, ML models require updates over time, and
with an organized platform, it becomes possible to update the model without requir-
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ing modifications to the application that provides intelligent service. It also consolidates
large-scale ecosystems in various contexts and applications.

To support this thesis, we provide an overview of the current state of deep-learning-
based image classification on embedded devices and analyze research published in the
literature between 2013 and 2023. The search was conducted across four databases (ACM
Digital Library, IEEE Xplore, PubMed, and Scopus), yielding 1,038 candidate papers, of
which 111 were selected as relevant. All the studies analyzed are listed in Appendix A.

Although deep learning has been applied to image classification since 2012, we find
that research aimed at making it suitable for embedded devices began only in 2015, as
shown in Figure 1. However, this research topic was affected by the Corona Virus Disease-
2019 (COVID-19) pandemic, which shifted the global focus towards combating the virus
and developing diagnostic and treatment solutions instead of embedded device applica-
tions (MORADIAN et al., 2020; BHATTACHARYA et al., 2021). After the pandemic,
new research on image classification based on deep learning for embedded devices has
stabilized.
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Figure 1 – Number of publications per year for deep learning image classification using
embedded devices.

In addition, we analyzed the low-cost devices used in deep learning applications for
embedded systems, as depicted in Figure 2. We observed that the Raspberry Pi and ARM
Cortex processors remain dominant in low-cost deep learning applications for embedded
systems. This popularity can be attributed to the affordability, ease of use, and robust
community support of the Raspberry Pi and ARM Cortex versatility in handling compu-
tational tasks relevant to embedded applications. In contrast, smartphones and tablets,
which are less frequently used, signify a growing trend towards leveraging ubiquitous
consumer devices for edge-computing tasks. Their inclusion highlights the potential for
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leveraging the existing hardware infrastructure to deploy deep learning solutions without
requiring specialized embedded systems.
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Figure 2 – Devices usage for deep learning image classification. Low-cost devices are
indicated in red.

In this context, there is a clear gap between the current way of conceiving and de-
ploying intelligent services and the significant potential of delivering AI resources to ap-
plications in a personalized, organized, and large-scale manner (PARASKEVOULAKOU;
KYRIAZIS, 2023). Essentially, bridging this gap constitutes the main contribution of this
thesis.

Our AI approach can be applied in various fields, such as creating AI models for
detecting bone fractures in medical imaging analysis, recognizing activities to support
smart surveillance, and managing pests and diseases in agriculture. The main advantage
of our AIaaS lies in its ability to support different machine learning paradigms in architec-
ture. This allows for both distributed and centralized learning, enabling clients or model
subscribers to pull AI models into their application domains.

1.2 Research Hypothesis

This thesis is based on the following hypothesis:

Hypothesis: AI as a Service Architecture improves life cycle management in
Computer Vision field, such as model training, validation, testing, and model
fine-tuning management by providing to users and applications baseline infras-
tructure and methods to handle cognitive service delivery.
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1.3 Goals

This thesis aims to provide an Architecture for delivering AI as a Service,
dedicated to offering on-demand solutions for users and applications. An AI service can
take various forms, including: 1) managing ML models; 2) providing fine-tuning services
for trained models; and 3) managing datasets. Thus, the general objective of this thesis
is to research, develop, and validate such an architecture to deliver a reliable AI service.
The specific goals are as follows:

❏ Evaluate the quality of the proposed approach through an extensive set of experi-
ments on different image datasets, and comparing the results.

❏ Propose a new Architecture to deliver AI as a service.

❏ Map the challenges of applying AIaaS architecture in the context of edge prediction.

❏ Investigating a new way of adjusting hyperparameters in CNN in the context of
cloud-computing.

❏ Explore different data augmentation techniques in order to generate synthetic im-
ages to overcome the limitation of small and unbalanced data sets that can lead to
overfitting.

1.4 Contributions

The main contributions of this thesis are:

❏ A new AIaaS Architecture to deliver AI as a Service and is dedicated to providing
on-demand solutions for users and applications.

❏ Evaluation of the computational cost of embedding deep learning models in different
devices.

❏ An analysis to assess the relationship between the computational cost of a CNN and
the number of its parameters.

❏ AI service design different forms, being: ML model management; trained model
tuning service; and dataset management.

❏ A proof of concept to showcase the effectiveness of our proposed architecture in
delivering AI models in a novel way.
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1.5 Thesis Organization

This thesis is structured into seven chapters to explain the theoretical concepts, tech-
niques, and results. This chapter provides an overview of the motivation, goals, main
contributions, and structural organization of this thesis. Chapter 2 describes the the-
ory related to this research. Chapter 3 delves into related works, providing an essential
context, highlighting trends, and situating the present study within a wider research
landscape. Chapter 4 presents our proposed solution, Artificial Intelligence as a Service
Architecture, detailing its design and components. This provided an empirical investiga-
tion of the research questions in various case studies.

Chapter 5 explores the performance and capabilities of AIaaS architecture in edge.
This chapter investigates the deployment of AI models on heterogeneous devices and eval-
uates key metrics such as classification performance, resource consumption, and model
size. Additionally, we validated the potential of FL in enhancing the AIaaS architecture’s
ability to manage cognitive service delivery in decentralized environments while also en-
suring efficient model execution and lifecycle management. Chapter 6 evaluated how
AIaaS to dynamically adapt and optimize models for specific applications and user needs.
The evaluation emphasizes the flexibility and robustness of the architecture in supporting
scalable AI services while also balancing computational efficiency with high-performance
model deployment across different computer vision datasets.

Finally, Chapter 7 presents the conclusions and main contributions to the state-of-the-
art research. In addition, we present directions for the next steps, future developments,
and scientific contributions of this thesis. Figure 3 illustrates how the deduction of the
hypothesis is organized throughout the structure of this thesis.

AI as a Service Architecture improves lifecycle 
management in Computer Vision field, such as 
model training, validation, testing, and model 
fine-tuning management by providing to users 
and applications baseline infrastructure and 
methods to handle cognitive service delivery.

Section 6.1

Chapter 5
Chapter 6

Section 6.2

Section 5.2

Section 5.1

Figure 3 – Hypothesis deduction through the structure of this thesis.
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Chapter 2
Background Concepts

This chapter aims to provide a background by introducing key concepts that are
essential to grasp the main challenges of our problem, such as Artificial Intelligence,
Computer Vision, Convolutional Neural Networks, Federated Learning, Edge Computing,
and Computer Infrastructure.

2.1 Artificial Intelligence

Artificial Intelligence (AI) is a field that aims to create systems capable of perform-
ing tasks that normally require human intelligence, such as speech recognition, decision-
making, language translation, among others. These systems are trained using large
amounts of data to learn patterns and perform tasks autonomously (RUSSELL; NORVIG,
2009).

AI encompasses a wide range of algorithms that demonstrate intelligent behavior, but
not all of them are capable of evolving on their own and solving their own problems.
In this context, we highlight Machine Learning (ML) as a subset of AI that learns from
experience or datasets rather than just instructions. ML methods used mathematical
and statistical procedures to enable computational systems to learn from data. They
operate on the principle of generalization, where a model is trained with input data to
make predictions based on new data. These algorithms are designed to identify patterns,
correlations, and meaningful information in the training data, and gradually adapt to
improve their predictive accuracy (FACELI et al., 2011).

Among the best-known ML algorithms are neural networks, which are effective in
modeling complex nonlinear relationships between variables. Neural Networks consist
of a massively distributed parallel processor made up of simple processing units, also
known as neurons or nodes, which have the capacity to store and use knowledge. They
acquired knowledge from examples through a learning process. This learning process
occurs by adjusting the network parameters (synaptic weights) in a process known as
training. Thus, the type of learning is determined according to the changes made to
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parameters (RUSSELL; NORVIG, 2009). The mathematical model of the artificial neuron
is given by Equation 1.

yk = f

[︄(︄
n∑︂

i=1
xi × wki

)︄
+ bk

]︄
(1)

Where yk represents the output of the neuron k. The input vector given by xi and synaptic
weights wi interact multiplicatively, generating the output of the linear combiner, which is
added to the bias term represented by b. The term bias allows one to increase or decrease
the input of the activation function f , which is responsible for restricting the amplitude of
the output signal by conditioning the activation of the signal to exceed a certain threshold
by the value of the weighted sum of the inputs (RUSSELL; NORVIG, 2009; FACELI et
al., 2011). Figure 4 illustrates the mathematical model of an artificial neuron known as
the perceptron model.

x2 w2 Σ f

Activation
Function

y

Output

x1 w1

xn wn

Weights

bias
b

Input

Figure 4 – Perceptron Model.

Training a neural network is iterative, and its quality is related to the choice of net-
work architecture and number of epochs required for training to overcome the two main
challenges in machine learning: underfitting and overfitting. Underfitting occurs when the
model cannot obtain a sufficiently low error value in the training set. Overfitting occurs
when the interval between the training error and the test error is too large, resulting in
limited generalization (RUSSELL; NORVIG, 2009) .

Neural networks have the ability to identify patterns, improve through examples, and
generalize learned information; they can also be advanced to more intricate models using
Deep Learning, a subset of AI and ML that consists of an input layer, an output layer,
and many intermediate hidden layers. The name “deep” is explained by the large num-
ber of internal hidden layers (GOODFELLOW; BENGIO; COURVILLE, 2016; LECUN;
BENGIO; HINTON, 2015; PONTI et al., 2017).

Figure 5 illustrates the position of ML and deep learning within the AI field. As shown
in the illustration, deep learning is a subset of ML, which is also a subset of AI.
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MACHINE 
LEARNING (ML)

DEEP 
LEARNING

ARTIFICIAL 
INTELLIGENCE (AI)

Figure 5 – ML and Deep Learning within the domain of AI inspired by Sarker (2022).

Furthermore, ML and Deep Learning are considered essential AI technologies, being
frontiers for the development of intelligent systems and automation of processes enabling
AI to reach a new level for use in the AIaaS architecture.

2.2 Computer Vision

Computer vision is a key research area in AI, which enables computers to interpret
and understand visual information from images and videos (RUSSELL; NORVIG, 2009).
This involves the ability to recognize, identify, and classify images as well as extract
useful information from them (RUSSELL; NORVIG, 2009; BACKES; SÁ JUNIOR, 2016;
SZELISKI, 2022). Figure 6 illustrates the areas that influence computer vision.

Computer
Vision

Pattern
Recognition

Image
Processing

Signal
Processing

Object
Recognition

Artificial
Intelligence

Mathematics

Robotics

Generative
Adversarial
Networks
(GANs)

Augmented
Reality

Deep
Learning

Figure 6 – Various fields of computer vision.
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The field of computer vision has experienced remarkable progress in recent decades
due to technological advancements such as the development of GPU and Tensor Pro-
cessing Units (TPU) and the creation of deep learning algorithms (PONTI et al., 2017;
SZELISKI, 2022). These innovations have led to the creation of highly precise and efficient
computer vision systems. Additionally, computer vision is essential in emerging technolo-
gies such as medical computer aided diagnosis based on image (SOUSA et al., 2020;
RODRIGUES; NALDI; MARI, 2020; SANTOS et al., 2021; BACKES, 2022; ROCHA;
LANDINI; FLORINDO, 2023), precision agriculture (MOREIRA et al., 2022; DA SILVA
et al., 2023), management network (MOREIRA et al., 2022; MOREIRA; RODRIGUES
MOREIRA; OLIVEIRA SILVA, 2023), and industry (SOUSA REIS et al., 2023; MUM-
BELLI et al., 2023; BERGMANN et al., 2024).

2.3 Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are a type of artificial neural network designed
to handle large amounts of data. Unlike other artificial neural networks, CNN uses a mul-
tistage image classification technique that incorporates spatial context and weight sharing
among pixels to extract high-level hierarchical representations of data (GOODFELLOW;
BENGIO; COURVILLE, 2016; PONTI et al., 2017).

The initial concepts that laid the groundwork for CNN development emerged in the
late 1970s (FUKUSHIMA, 1980) and were applied to medical image analysis in 1995 to
aid the detection of lung nodules in X-ray images (LO et al., 1995). Subsequently, in
1998, the first successful real-world application of a CNN was achieved using the LeNet
architecture, which was employed to recognize handwritten digits (LECUN et al., 1998).

Despite the early promise of CNNs, their utilization was limited until advances in
computational resources, primarily driven by massive parallel and distributed computing,
became available. CNNs gained popularity from 2012 onward, when the AlexNet archi-
tecture triumphed in the ImageNet Large Scale Visual Recognition Challenge (ILSVRC)
competition, significantly surpassed previous feature extraction methods (KRIZHEVSKY;
SUTSKEVER; HINTON, 2012). In subsequent years, advancements involving related and
deeper architectures have taken place (RUSSAKOVSKY et al., 2015), solidifying CNNs as
state-of-the-art in the field of computer vision. In addition, CNNs have a greater ability
to generalize and lead to better performance than both traditional algorithms and human
capabilities (GOODFELLOW; BENGIO; COURVILLE, 2016; ZHOU et al., 2021).

Convolution is the primary operation performed by CNNs applied to input images
to derive the feature maps for classification (GOODFELLOW; BENGIO; COURVILLE,
2016). Convolutions involve a mathematical operation conducted pixel-by-pixel, where a
filter slides across the entire image, computing the sum of element-wise products at each
position. This process yields values for a new image, denoted by g(x, y), obtained from an
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input image f(x, y) and a filter w(x, y) with dimensions m × n, as defined by Equation
2.

g(x, y) =
a∑︂

s=−a

b∑︂
t=−b

w(s, t)f(x − s, y − t), (2)

where a = (m−1)
2 and b = (n−1)

2 .
Figure 7 illustrates a convolution operation. The size and values of the filters depend

on the objectives of the feature extraction.

6 x 6 x 3

Input Image

Filter 3 x 3 x 3

height width color channels  

X
4 x 4 x 1

Result

Filter 3 x 3 x 3

Figure 7 – Representation of a convolution operation.

A typical CNN consists of three fundamental layers: a convolutional layer, pooling
layer, and a fully connected layer (PONTI et al., 2017):

❏ Convolutional Layer: performs convolution operations and generates feature
maps. This layer applies filters that slide across the input data, computing element-
wise multiplications and summations to produce feature maps. By employing weight
sharing and spatial hierarchy, these layers effectively extract relevant features, en-
abling the network to recognize patterns of increasing complexity, which are essential
for tasks such as image classification and object detection. The ability of the convo-
lutional layer to extract meaningful information directly from raw data significantly
contributes to the success of CNNs in computer vision tasks.

❏ Pooling Layer: is responsible for reducing the size of the feature maps. Pooling
operations, such as max pooling or average pooling, reduce the spatial dimensions
of feature maps while preserving the most important information. These oper-
ations summarize local regions and capture the most salient features, improving
the network’s ability to recognize patterns and reducing the computational load.
By eliminating redundant information, pooling layers help manage overfitting and
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maintain the hierarchical structure of the extracted features, leading to improved
generalization and pattern recognition capabilities.

❏ Fully Connected Layer: serves as the final stage in a CNN, connecting all neu-
rons from the previous layer. Unlike the convolutional and pooling layers, which
focus on spatial patterns, the Fully Connected layer captures complex relation-
ships and high-level features by interconnecting with all neurons from the previous
layer. The layer combines the extracted features and makes decisions based on these
aggregated representations, playing a crucial role in tasks such as classification. It
ultimately produces the final predictions or classifications, completing the network’s
computational process.

Depending on the specific architecture of a CNN, some of these layers may be omitted
or alternative modules may be introduced to replace their functionalities. Some architec-
tures may use skip connections to maintain spatial information, or utilize different forms
of downsampling instead of traditional pooling layers (KHAN et al., 2020; ZHAO et al.,
2024). Additionally, certain models may incorporate attention mechanisms and normal-
ization techniques, or employ more complex skip connections between non-adjacent layers.
The flexibility of CNN architectures lies in their ability to adapt to various tasks, data
types, and computational resources, which allows customization of the network to meet
the specific requirements of a project.

CNN architectures demonstrated diverse structural features such as residual connec-
tions and dense blocks. In our literature review, we observed a correlation between the
depth of CNN and its generalization performance, suggesting that very deep CNNs with
skip connections are effective for generalization. However, shallow CNNs are more suit-
able for embedded platforms. In this thesis, we aim to explore the feasibility of embedding
different CNNs models (shallow and deep).

2.3.1 Shallow CNNs

Shallow CNNs, also known as lightweight architectures, prioritize the efficiency while
maintaining a moderate level of accuracy. These networks have fewer layers than their
deep counterparts, and are computationally less demanding. They are particularly well
suited for resource-constrained devices, such as mobile phones and embedded systems,
where memory and processing power are limited (ZHOU et al., 2021; CHEN et al., 2024).

Despite their reduced depth, they can still capture essential features from input data
and perform adequately in tasks, including image recognition and classification. These
architectures often employ techniques such as channel pruning, parameter reduction, and
efficient building blocks to balance computational efficiency and predictive performance
(CHEN et al., 2024). Shallow CNNs address the challenges of deploying machine learning
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models on devices with constrained resources, making them a valuable choice for real-
world applications with practical limitations. The shallow CNNs evaluated in this study
are described as follows:

❏ MobileNet: was developed for deploying deep learning applications in mobile or
portable devices (HOWARD et al., 2017). The first version of MobileNet, known as
MobileNet-V1, is based on depthwise and pointwise convolutions. Depthwise is a
depth-level operation that uses different convolution kernels for each input channel.
The pointwise convolution is a traditional convolution and considers a kernel of 1 ×
1. Based on V1, MobileNet-V2 (SANDLER et al., 2018) introduces inverted residual
and linear bottleneck blocks to overcome the gradient vanishing problem. In addi-
tion, compared with MobileNet-V1, MobileNet-V2 has a smaller model with fewer
parameters. In this thesis, we considered MobileNet-V2. Figure 8(a) illustrates its
basic structure.

❏ ShuffleNet: was developed for mobile devices with low computing power. The
first version of Shufflenet introduces the pointwise group convolution and channel
shuffling to reduce computational cost. However, the disadvantage of pointwise
group convolution is that it is derived only from a small part of the input channel. To
overcome this limitation, ShuffleNet-V2 applies a channel split operator and merges
three basic operations into a single operation: concatenation, channel shuffle, and
channel split, as illustrated in Figure 8(b) (MA et al., 2018).

❏ SqueezeNet: is a lightweight architecture that uses compression technique (HAN
et al., 2016). It introduces a “fire module”, which is comprised of a “squeeze”
convolutional layer that feeds into an “expand” layer that is a mix of 1×1 and
3×3 convolutions. The squeeze layer helps to limit the number of input channels
and helps to limit the number of input channels. The fire module is illustrated in
Figure 8(c), and the s1 indicates the number of 1×1 filters in the expand layer, and
e3 indicates the number of 3×3 filters in the expand layer (IANDOLA et al., 2016).

❏ EfficientNet: is an architecture that employs a compound scaling method to uni-
formly scale all dimensions of depth, width, and resolution using a set of fixed co-
efficients. The variations in EfficientNet are designated as EfficientNet-B0 through
EfficientNet-B7. Each version progressively increases in complexity and capacity
with more layers and parameters. The base model EfficientNet-B0 integrates in-
verted bottleneck residual blocks and squeeze-and-excitation blocks, resulting in
fewer parameters (TAN; LE, 2019). In this thesis, we considered an EfficientNet-
B4.
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Figure 8 – Structure of each shallow CNN evaluated.



Chapter 2. Background Concepts 38

2.3.2 Deep CNNs

Deep CNN architectures are known for their many layers that gradually learn increas-
ingly complex features from input data (LECUN; BENGIO; HINTON, 2015; GOODFEL-
LOW; BENGIO; COURVILLE, 2016). These networks can capture intricate patterns in
images, audio, and other types of data. Deep architectures incorporate multiple con-
volutional and pooling layers, enabling them to model complex relationships within the
data (PONTI et al., 2017).

However, deeper networks can encounter challenges such as vanishing gradients and
overfitting, leading to the development of techniques such as skip connections, batch
normalization, and residual networks to address these issues (KHAN et al., 2020). These
architectures can extract abstract and nuanced information from data, making them
a cornerstone of modern machine learning applications (LECUN; BENGIO; HINTON,
2015). The deep CNNs evaluated in this study are described as follows:

❏ AlexNet: represents the first advance in CNNs architectures, winning the Ima-
geNet Large Scale Visual Recognition Challenge 2012. It contains five convolu-
tional layers, three fully connected layers, max-pooling after each convolution, and
approximately 60 million parameters. Additionally, it introduces a dropout strat-
egy to reduce overfitting (KRIZHEVSKY; SUTSKEVER; HINTON, 2012). The
structure of AlexNet is illustrated in Figure 9(a).

❏ DenseNet: uses dense block structures to connect convolutional layers. Traditional
CNNs such as AlexNet contain L layers and L connections that connect each layer
and its subsequent layer. On the other hand, DenseNet has L (L+1)/2 connections,
and the features maps are used as input in all subsequent layers. Thus, DenseNet re-
duces the number of required parameters, strengthens feature propagation, encour-
ages feature reuse, and overcomes the vanishing gradient problem (HUANG; LIU;
WEINBERGER, 2016). The dense block structure is illustrated in Figure 9(b). In
this study, we considered a DenseNet with 121 layers.

❏ ResNet: won the ILSVRC 2015 challenge and it is a Residual Network proposed
to avoid vanishing gradients (HE et al., 2016b). Previous CNNs such as AlexNet
are composed of several stacked layers. In ResNet, the residual is extracted instead
of the extracted features. Thus, the residual is defined as the deduction of the
highlights gained from the contribution of that layer. Figure 9(c) shows the structure
of a residual block. We used ResNet-18, which contains 18 convolutional layers with
a 3×3 filter.
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Figure 9 – Structure of each deep CNN evaluated.

2.4 Federated Learning

Federated Learning (FL) is a distributed ML approach that enables model training
across multiple decentralized devices or servers that hold local data samples without
requiring direct access to their local data (KONEČNÝ et al., 2016; MCMAHAN et al.,
2017). In FL each client (for example a smartphone or embedded device) trains a model
locally using its private data and then shares only the learned model model weights
with the central server. The server aggregates these updates from multiple clients to
form a global model, which is then redistributed to the clients for further local training
(KONEČNÝ et al., 2016; MCMAHAN et al., 2017; LIU et al., 2024).

This technique is suitable for applications where data privacy and security are critical,
as it mitigates the need to share sensitive information, thereby adhering to regulations
and reducing the risk of data breach (KONEČNÝ et al., 2016; MCMAHAN et al., 2017).
For example, in the medical or agricultural fields, FL allows institutions to collaboratively
train robust models using sensitive image data without sharing data. This approach pre-
serves data privacy and ensures compliance with data-protection regulations (ANTICO;
RODRIGUES MOREIRA; MOREIRA, 2022; GUAN et al., 2024).
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In FL, each client computes a local loss function to evaluate the model’s performance
on its dataset, as defined in Equation 3. The global model wt is sent to the edge devices,
which then trains the model locally using their data. The central server aggregates the
updates to refine the global model. Specifically, each device k optimizes the local model
based on its local data Dk by minimizing the local loss function Fk (Equation 3).

Fk(w) = 1
|Dk|

∑︂
i∈Dk

ℓ(w; xi, yi) (3)

Where Fk represents the loss function for client k and w is the model parameter being
optimized. Function Fk calculates the average loss over the client’s local dataset Dk and
each ℓ(w, xi, yi) measures the discrepancy between the model’s prediction for input xi and
the actual output yi. Finally, factor 1

|Dk| normalizes the sum by the number of data points
in the dataset of the client.

To illustrate the concept of FL, Figure 10 summarizes the basic structure, highlighting
how multiple servers collaboratively train a global model while maintaining decentralized
data.

Federated ServerFederated Server

FL Clients

Global Model

(𝒘𝟏, 𝒘𝟐, … ,𝒘𝒏) → 𝒘′

Aggregation

Private Data Local Model

Local Training

Private Data Local Model

Local Training

Private Data Local Model

Local Training

𝒘𝟏

𝒘𝟐

…

𝒘𝒏

Figure 10 – FL basic structure.

The distribution of data across clients in FL is a critical aspect that affects the training
process and model performance. This data can be classified as Independent and Identically
Distributed (IID) or non-Identically Distributed (non-IID) (KONEČNÝ et al., 2016; LIU
et al., 2024).
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❏ IID: each client’s dataset is drawn from the same distribution and is statistically
similar, which simplifies the aggregation of updates and generally leads to better
convergence of the global model.

❏ non-IID: is more common in real-world scenarios, means that data varies signif-
icantly among clients. This may be due to different data collection methods, user
behavior, or data sparsity, leading to challenges such as biased model updates and
slower convergence.

The main operations of FL include local model updates, global model aggregation,
and client selection (KONEČNÝ et al., 2016; MCMAHAN et al., 2017; LIU et al., 2024).
Each of these operations is explained in detail as follows:

❏ Local Model Update

Each client i trains its local model using its private dataset Di over multiple epochs.
The local update to the model’s weights wi

t after E local epochs can be represented as
defined by Equation 4.

∆wi
t = wi

t − wt (4)

Where wi
t is the locally updated model weights after training on client i and wt is the

global model weights at the beginning of the round.

❏ Global Model Aggregation

The central server aggregates the updates from all clients to update the global model.
The aggregation can be done using different methods such as Federated Averaging (FedAvg)
(MCMAHAN et al., 2017), Federated Optimization (FedOpt) (REDDI et al., 2021), and
Federated Proximity (FedProx) (LI et al., 2020).

In this thesis, we applied the FedAvg algorithm as the aggregation method due to
simplicity and efficiency in distributed scenarios (LIU et al., 2024). Also, this iterative
process enables the global model to improve over time while the data remains securely
on the devices, making it a scalable and efficient solution for training ML models in real-
world scenarios (YANG et al., 2019; GUAN et al., 2024). FedAvg computes the new
global model wt+1 as a simple average of the updated defined by Equation 5.

wt+1 = 1
C

∑︂
i∈S

wi
t (5)

Where wt+1 is the updated global model, C is the number of clients that participated in
the training round, S is the set of clients selected in the round, and wi

t is the model of
client i after local training.
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❏ Client Selection

Client selection entails identifying the clients that participate in each training round, as
defined by Equation 6. Common selection strategies include random selection, in which a
subset of clients is chosen randomly, and systematic selection, which may prioritize clients
based on data quality or other criteria (LIU et al., 2024). In this thesis, we selected all
clients to participate in each training round, ensuring that the global model benefits from
updates across the entire dataset.

Ci =

⎧⎪⎨⎪⎩1 if client i is selected

0 if client i is not selected
(6)

Where Ci represents the client i. Finally, the global model is update as defined by
Equation 7.

wt+1 = wt + η · 1
C · N

N∑︂
i=1

Ci · ni

n
· ∆wi

t (7)

Table 1 summarizes the main parameters in FL that influence the efficiency of the
training process, determining the convergence, accuracy, and resource utilization.

Table 1 – Main parameters in FL.

Parameter Description Impact on Training

World Size (WS) The total number of clients (devices) par-
ticipating in the training.

Influence of aggregation of up-
dates and model convergence.

Local Epochs (E) The number of epochs each client trains
locally before sending updates to the
server.

Affects the balance between
the local learning and model
divergence.

Learning Rate (η) The learning rate used in the model train-
ing process.

Determine the speed of the
model updates locally and
globally.

Client Fraction (C) The proportion of clients selected to par-
ticipate in each round of training.

Influence of representativeness
of updates and training effi-
ciency.

Training Round (R) A complete cycle of communication and
model updates between the central server
and participating clients.

Gradually enhances global
model accuracy by integrating
client updates over multiple
iterations.

FL allows the creation of models that can learn from diverse and dispersed data while
ensuring privacy. In addition, this strategy facilitates the development of models that
utilize distributed data.
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2.5 Edge Computing

Edge Computing (EC) is a distributed computing model aimed at bringing data pro-
cessing closer to the data-source point. In edge computing, network and computing de-
vices, such as routers, servers, and sensors, are deployed in close proximity to end-users,
where data are generated, processed, and stored. This enables data to be processed at
higher speeds, thereby reducing latency and enhancing network efficiency (SHI et al.,
2016).

EC is also crucial for the Internet of Things (IoT) because it enables connected de-
vices to perform tasks locally, reducing the need for constant communication with a
central server. This not only lightens the load on the network infrastructure, but also
enables devices to function even when there is intermittent or unreliable connectivity.
Essentially, EC empowers devices to become smarter and more independent, contributing
to the seamless functioning of our interconnected world. Furthermore, EC can assist in
decreasing the volume of data that must be transmitted over a network, conserving band-
width, and lowering storage costs. This is particularly significant in applications that
generate substantial real-time data, such as the Internet of Things (IoT), autonomous ve-
hicles, and video processing (LI; OTA; DONG, 2018; RAY; DASH; DE, 2019; O’GRADY;
LANGTON; O’HARE, 2019).

Figure 11 shows an example of EC. The illustration depicts a smart city environment
in which various connected devices, such as drones, cameras, and sensors, operate within
an urban setting integrated with the AIaaS Architecture proposed in this study. Instead
of transmitting all the data generated by these devices to a remote cloud server for
processing, EC is applied. Each device was equipped with its own computing capabilities,
allowing it to perform local data processing and analysis.

AIaaS Architecture

Figure 11 – Edge Computing in a Smart City, enabling real-time urban management and
optimization through AIaaS integration.
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This approach reduces data transmission delays and enables swift decision-making,
such as triggering an immediate alert within the home upon motion detection. This
decentralized processing at the edge of the network represents the essence of EC, providing
real-time responsiveness and optimizing the resource utilization (SHARMA; TOMAR;
HAZRA, 2024).

2.6 Computational Infrastructure

Computational infrastructure is a cloud-based resource that enables the delivery of
computing services over the Internet. Instead of hosting their own servers, users can
lease computational resources such as servers, storage, networks, and software from cloud
service providers who deliver these resources via the Internet. Cloud service providers
offer a diverse array of cloud computing services, which can be grouped into three main
categories: (i) Infrastructure as a Service (IaaS), (ii) Platform as a Service (PaaS), and
(iii) Software as a Service (SaaS) (KAVIS, 2014). The hierarchical pyramid in Figure 12
illustrates how IaaS, PaaS, and SaaS are organized into distinct levels of service provi-
sioning, providing a visual representation of how infrastructure, platform, and software
services are organized.

It is possible to host or develop a 
software that will be used by end users.

PLATFORM AS A SERVICE

A software or application is accessed by 
the end user.

SOFTWARE AS A SERVICE

SaaS

PaaS

IaaS Consists of services such as backup, virtual 
servers, storage, among others.

INFRASTRUCTURE AS A SERVICE

Figure 12 – Hierarchy of IaaS, PaaS, and SaaS layers.

2.6.1 Infrastructure as a Service (IaaS)

Infrastructure as a Service (IaaS) is a cloud computing model that provides access to
infrastructure resources, such as servers, storage, and networking, as a service over the
Internet. With IaaS, users can access virtualized infrastructure components such as virtual
machines, storage, and networking resources on a pay-as-you-go basis. IaaS providers
handle the underlying hardware and offer a range of configurable options, enabling users to
create, configure, and manage virtualized environments to meet their specific needs. This
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approach reduces the burden of capital-intensive investments and enables businesses to
swiftly scale up or down in response to changing demands (MANVI; KRISHNA SHYAM,
2014).

For example, a company aiming to host its website on a server can rent a virtual
server (virtual machine) for a specific duration rather than purchasing a physical server
and managing it internally. Thus, the IaaS grants users enhanced flexibility and scalability
concerning technological resources, all without the need to invest in expensive hardware.
Leading providers offering IaaS include Amazon Web Services (AWS), Microsoft Azure,
Google Cloud Platform, IBM Cloud, and Oracle Cloud.

2.6.2 Platform as a Service (PaaS)

Platform as a Service (PaaS) is a cloud computing model that provides a comprehen-
sive platform for developers to build, deploy, and manage applications. PaaS providers
offer a preconfigured environment with essential tools, such as operating systems, devel-
opment frameworks, and databases. This enables developers to focus solely on creating
and enhancing their applications, without the complexity of managing the underlying
infrastructure. PaaS not only accelerates application development but also facilitates
collaboration among development teams, ensuring seamless integration and streamlined
workflows (ARMBRUST et al., 2010).

PaaS enables developers to focus on coding and innovation by minimizing the time
spent on setting up and managing technical complexities. Platforms such as Heroku,
Google App Engine, and Microsoft Azure provide PaaS solutions that simplify the entire
development life-cycle, from coding and testing to deployment and scaling. This model
provides a collaborative environment, enabling multiple developers to work together con-
currently, resulting in increased productivity and faster time-to-market for applications.

2.6.3 Software as a Service (SaaS)

Software as a Service (SaaS) is a software delivery model in which the software is
hosted in the cloud and users can access it through the Internet, typically via a web
browser. Instead of purchasing and installing software on their own computers, users
pay for a subscription to access the software hosted in the cloud. In this way, the SaaS
provider is responsible for managing the necessary computational resources, network, and
storage to run the software as well as keeping it up-to-date and secure (KAVIS, 2014).

The use of SaaS offers significant benefits to both individual users and businesses.
For individual users, SaaS eliminates the need for software installation and provides easy
access to tools such as email, document editing, and collaboration from any device. Busi-
nesses, on the other hand, benefit from the scalability and cost-effectiveness of SaaS, as
they can pay for software on a subscription basis without the upfront costs associated
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with purchasing and maintaining licenses. Additionally, SaaS applications often include
automatic updates and security features, ensuring that users have access to the latest
functionalities and protection against potential threats. This model enhances productiv-
ity, fosters collaboration, and aligns software expenditure with actual usage, making SaaS
a transformative approach to software delivery in the digital age (ALI et al., 2019). Ex-
amples of software offered as a service include Microsoft Office 365, Google Apps, Adobe
Creative Cloud, and Slack.

2.6.4 Artificial Intelligence as a Service (AIaaS)

Artificial Intelligence as a Service (AIaaS) is an innovative paradigm that harnesses
the power of cloud computing to make AI capabilities accessible to a wider audience (LINS
et al., 2021). This model provides on-demand access to AI algorithms, machine learning
models, and data processing capabilities via the cloud. AIaaS providers enables develop-
ers, data scientists, and businesses to integrate AI functionalities into their applications
without requiring extensive expertise in AI model training and deployment (ELSHAWI
et al., 2018). This democratization of AI technology enables the creation of intelligent
applications that can analyze data, recognize patterns, and make informed decisions.

As illustrated in Figure 13, AIaaS can be divided into three layers, with each layer
organized as a stack according to the level of abstraction provided by its capability, which
is inspired by traditional models of cloud services (LINS et al., 2021).

❏ AI software service: provides ready-to-use AI applications and building blocks
similar to conventional SaaS cloud service.

❏ AI developer service: helps developers incorporate code to take advantage of AI
capabilities and is akin to a conventional PaaS cloud layer.

❏ AI infrastructure service: offers raw computational power for building and train-
ing AI algorithms, and network and storage capacities to store and share data. This
is related to conventional IaaS cloud services.

It is possible to host or develop a 
software that will be used by end users.

PLATFORM AS A SERVICE

A software or application is accessed by 
the end user.
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Tools, Libraries, SDKs
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Figure 13 – AIaaS stack and its relationship with traditional cloud services.
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In recent years, several researches have emerged in the domain of AIaaS, encompassing
topics such as the development and evaluation of AI service models (BOAG et al., 2018;
ELSHAWI et al., 2018; SINGH et al., 2023) , the adoption and effectiveness implementa-
tions (PANDL et al., 2021; ALHOSANI; ALHASHMI, 2024), the detection of potential
misuse cases by users (JAVADI et al., 2020; CHAN et al., 2024), and the understand-
ing of inherent challenges and vulnerabilities (TRUEX et al., 2021; PAN et al., 2024).
These research strands collectively contribute to a comprehensive understanding of the
multifaceted landscape surrounding AIaaS, encompassing aspects ranging from service
design and operational aspects to the security and ethical considerations involved in this
emerging paradigm.

2.7 Final Considerations

These models will be made available through an Application Programming Interface
(API), enabling the integration of AI into specific applications tailored to user needs.
Additionally, the integration of FL into our AIaaS architecture provides a secure and
scalable solution for training ML models on edge devices, thereby reducing the need for
a costly centralized infrastructure. By leveraging the computational power of distributed
devices, FL enhances the adaptability, flexibility, security, and cost-effectiveness of AIaaS
architecture. In the following chapters, the related work and the proposed approach
will be presented, along with the results of the performed experimental evaluations for
different scenarios.
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Chapter 3
Related Work

In this chapter we provide a comparative survey of state-of-the-art solutions that relate
to the subject of our approach.

Chan et al. (2013) proposed the PredictionIO architecture to integrate multiple ma-
chine learning processes into a horizontally scalable distributed system with a Hadoop-
based distributed computing component. Baldominos et al. (2014) have also developed
a platform built on Hadoop and tested it on an ad recommendation system on the web
capable of serving up to 30 requests at the same time while maintaining a response time
of less than one second. However, neither architecture is flexible enough to add multiple
functionalities of AI for different applications because they are limited to their domain.
This limitation arises from their confinement to specific domains, as adapting the Hadoop
framework to a new approach is not a trivial task, despite it being an open-source plat-
form.

Ribeiro, Grolinger e Capretz (2015) proposed a Machine Learning as a Service (MLaaS)
architecture in order to create a flexible and scalable machine learning as a service, fo-
cusing on prediction tasks. MLaaS was tested in an application scenario to estimate the
electricity demand of a company in the Canadian electricity sector, using classical su-
pervised learning algorithms including Multi Layer Perceptron (MLP), K-Nearest Neigh-
bors (KNN) and Support Vector Machine (SVM). However, MLaaS has not been adapted
to handle other types of applications such as pattern recognition, clustering, or anomaly
detection. Moreover, ML models cannot be offered as a feature for low-cost devices.

Li et al. (2017) constructed a distributed and scalable MLaaS architecture for Uber,
a technology and transportation company that operates globally. The developed archi-
tecture supports different types of machine learning algorithms, where those based on
deep learning are implemented using TensorFlow and Caffe frameworks, and traditional
machine learning algorithms are implemented with Spark MLlib and XGBoost. The de-
veloped models were used for real-time predictions, such as estimating the delivery time
of an order in the UberEats app. Despite being a comprehensive architecture, it currently
lacks the resources to serve customers in a customized manner and is unable to train
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deep learning models in a scalable manner with GPU resource allocation and real-time
optimization. In addition, they are not oriented towards low-cost devices and it is a
proprietary architecture.

Yao et al. (2022) developed the VenusAI architecture, based on AI, for large-scale
computing scenarios in scientific research, leveraging the structure of resource scaling
for heterogeneous resources. The VenusAI platform utilizes deep learning algorithms to
conduct complex simulations, and has been tested in various use cases, including energy
prediction, material analysis, and flight planning for unmanned aerial vehicles. However,
VenusAI has limitations in providing support for large-scale scientific computing.

To comprehend the significance of AIaaS in today’s society, it is important to explore
the emerging applications of this groundbreaking technology. AIaaS has numerous po-
tential applications in various fields, including autonomous driving. Caro et al. (2022)
developed an AIaaS toolkit for an autonomous driving personalization system that uses
an automatic driver stress recognition algorithm in a cyber-physical system. The toolkit
includes a subsystem that gathers data from wearables and cameras to determine the
driver’s stress level in a cyber-physical system.

Shah et al. (2022) proposed the application of AIaaS in combination with SaaS and
IaaS to prevent the spread of immoral content in social networks. They also proposed
using AIaaS to detect and remove such content, which was classified into the immoral,
cyberbullying, and dislike components. This approach leverages AI-driven optimization
techniques to handle polarized immoral content. However, the authors focused mainly on
traditional supervised learning methods, such as Decision Tree, SVM, and Naive Bayes,
and did not evaluate the performance of deep learning techniques despite arguing that
their strategy is suitable for handling large datasets.

Lewicki et al. (2023) performed a comprehensive review of the AIaaS market by pre-
senting a taxonomy of AI services based on the levels of autonomy granted to users. They
analyzed various classifications of AIaaS and described how these services can result in
biases or cause harm in end-user applications. Fortuna et al. (2023) conducted a study
to examine the significance of deploying on-premise AIaaS for small and medium-sized
companies. The authors evaluated the functionality and technology stack of AIaaS and
analyzed the feasibility of implementing it using open-source, user-friendly technologies
that are suitable for on-premise environments, providing full control over data, processes,
and costs while avoiding dependence on third-party vendors or the risk of vendor lock-in.

Guntupalli e Rudramalla (2023) presented a refined algorithm for ensuring data com-
pression, data integrity, and data confidentiality in AIaaS deployments. AIaaS platforms
typically feature an online repository containing numerous machine learning services and
tools that users can access to fulfill their needs. However, selecting the optimal ma-
chine learning model or AI service is not always a straightforward task. To address
this challenge, Cerar e Hribar (2023) proposed a dynamic approach that utilizes Deep
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Reinforcement Learning (DRL) to select the most appropriate machine learning model.
The authors demonstrated the effectiveness of their method in a specific case of energy
consumption forecasting.

A low-code approach called the AI-Toolkit was proposed by Lomonaco et al. (2023)
for decentralized machine intelligence, which seeks to bring Research and Development
closer together through an open-source, microservice-based architecture. The AI-Toolkit
gathers and utilizes AI microservices for the Teaching project (BACCIU et al., 2021) that
outlines a computational graph as a docker-composed setup, consisting of multiple mi-
croservices that perform as data producers, consumers, or both. The authors assert that
the AI-Toolkit offers substantial assistance with the creation of AI functionalities within
the application, and can be customized for specific use cases and hardware platforms.
In addition, the AI-Toolkit provides native support for recurrent neural networks for
time-series forecasting and classification, generally applicable predictor for stress recog-
nition based on physiological data, native support to predictors personalization based
on reinforcement learning, and anomaly detection applied in Cybersecurity using Long
Short-Term Memory (LSTM) Autoenconder architecture.

Zhang et al. (2023) proposed a model deployment architecture that can be configured
for AIaaS used in EC. This architecture allows for the joint configuration of data quality
ratios and model complexity ratios for AI tasks. The advantage of using AIaaS, supported
by edge computing, is that it can deliver AI capabilities with low latency. Experiments
and simulations were conducted on both ImageNet classification and COCO object detec-
tion tasks using state-of-the-art deep-learning models. The results demonstrate that the
proposed approach can effectively improve the energy-delay performance of edge AI tasks.
However, the authors did not evaluate the proposed approach in a real application sce-
nario using mobile devices or low-cost devices. Our approach goes further by testing in a
real scenario and proposing a hybrid Edge Predictor Service that consists in a centralized
edge that is not limited to the resources available only at the edge.

Hajipour, Hekmat e Amini (2023) proposed a business plan that combines AI products
and services through AIaaS. This plan outlines a strategic approach, step-by-step plan,
and heuristic pricing model that can serve as a guide for AIaaS companies. The approach
also includes a case study to demonstrate how the business plan can be applied in the
real world. The goal is to provide a comprehensive process for commercializing AIaaS
and utilizing the benefits of AI in the current business landscape. However, the proposed
approach is limited to a business plan and has not been implemented in practice, while
we present a detailed reference architecture.

Merluzzi et al. (2023) bases on Mobile Access Edge Computing (MEC) to delivery
trained models for delivering trained models in the context of the Hexa-X Project. How-
ever, this approach is limited by the MEC, while in this thesis, we use multiple AI
facilities.
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Napisa et al. (2023) conducted a study on the utilization of AIaaS in the context of
green smart cities, with a particular emphasis on the potential of Explainable AI (XAI)
and Interpretable Artificial Intelligence (IAI) models to improve urban living standards
and foster sustainable growth. Despite the advantages offered by these solutions, issues
such as the intricacy of XAI models and concerns regarding data privacy and security
continue to represent significant challenges to their implementation.

To stay ahead in the rapidly advancing world of smart digital technology, B5G have
been introduced to improve a wide range of intelligent services and cutting-edge applica-
tions by rapidly deploying advanced AI across global networks. Moreover, the integration
of AI-powered services is a critical missing element in previous generations, and will be
the primary driving force behind the 6G leap in capabilities (PIVOTO et al., 2023).

In this sense, Baccour et al. (2023) proposed a novel platform architecture for de-
ploying zero-touch Pervasive Artificial Intelligence as a Service (PAIaaS) in 6G networks,
supported by a blockchain-based smart system. To demonstrate the capabilities of the
proposed platform, they presented a use case for FL, where the service consumer deployed
distributed training on the 6G infrastructure using widespread devices.

Oliveira et al. (2024) proposed a framework for anomaly detection in 5G using ML al-
gorithms in Network Data Analytics Function (NWDAF), which is a component of the 5G
and B5G network architectures responsible for collecting and analyzing data from various
network elements and performing data analytics to monitor network performance, detect
anomalies, and optimize operations (3GPP, 2023). Nadar e Härri (2024) also proposed
an architecture for integrating NWDAF with AIaaS platforms to enhance 5G network
analysis. However, the NWDAF standardization model is managed only by network op-
erators, which hinders third-party innovation in cognitive service delivery (BRILHANTE
et al., 2023; GKONIS et al., 2024; ISHTEYAQ et al., 2024).

To address this challenges, the approach presented in this thesis combines and evolves
NWDAF with AIaaS to specify how third-party services can be integrated and specified
within the network framework. Additionally, we proposed an architectural framework
for lifecycle management and delivery of AI services that aims to seamlessly deploy and
embed intelligent capabilities to applications or edge devices.

In the context of the industry, major companies, such as Amazon, Google, and Mi-
crosoft, have launched proprietary platforms. However, external developers do not have
access to code to add specific functionalities to different application scenarios. In response
to this, the AIaaS proposed in this thesis innovates by facilitating the inclusion of new
machine learning models, their enhancement, and adaptation to other applications. Fur-
thermore, the related architectures can be integrated into the proposed architecture to
support various AI applications.

Table 2 summarizes the related works described above and highlights the differences
that demonstrate how our proposal represents a significant advancement in the field. The
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“Native API for smartphone” column characterizes the solutions to offer native API in
mobile applications. The solutions proposed by Chan et al. (2013) and Li et al. (2017)
are examples of this type of support. The “Native API for low-cost devices” column char-
acterizes the solution in terms of its ability to support low-cost devices. Predominantly,
state-of-the-art solutions require expensive devices and high computational resources. The
same occurs when analyzing the “Dataset Management” column, which refers to the pos-
sibility of managing different sets of data, where it can be seen that this is a feature that
is absent from all state-of-the-art solutions.

The “Multiple AI Facilities” column characterizes the solutions to offer multiple AI
facilities such as different ML algorithms, optimization methods, and feature extraction.
The approaches proposed by Ribeiro, Grolinger e Capretz (2015), Lomonaco et al. (2023)
and Cerar e Hribar (2023) are examples of this type of support. Finally, the “Computer
Vision” column refers to the use of computer vision methods for different studies. Some
solutions such as proposed by Li et al. (2017), Caro et al. (2022) and Zhang et al. (2023)
make use of computer vision.
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Table 2 – Short state-of-the-art survey.

Approach Native API
for smartphone

Native API
for low-cost devices

Dataset
Management

Multiple
AI Facilities Computer Vision

Chan et al. (2013) ○ ○␣ ○␣ ○␣ ○␣
Baldominos et al. (2014) ○␣ ○␣ ○␣ ○␣ ○␣
Ribeiro, Grolinger e Capretz (2015) ○␣ ○␣ ○␣ ○ ○␣
Li et al. (2017) ○ ○␣ ○␣ ○ ○
Yao et al. (2022) ○␣ ○␣ ○␣ ○ ○␣
Caro et al. (2022) ○␣ ○␣ ○␣ ○ ○
Shah et al. (2022) ○␣ ○␣ ○␣ ○ ○␣
Lewicki et al. (2023) ○␣ ○␣ ○␣ ○␣ ○␣
Fortuna et al. (2023) ○␣ ○␣ ○␣ ○ ○␣
Guntupalli e Rudramalla (2023) ○␣ ○␣ ○␣ ○ ○␣
Cerar e Hribar (2023) ○␣ ○␣ ○␣ ○ ○␣
Lomonaco et al. (2023) ○␣ ○␣ ○␣ ○ ○␣
Zhang et al. (2023) ○␣ ○␣ ○␣ ○ ○
Hajipour, Hekmat e Amini (2023) ○␣ ○␣ ○␣ ○ ○␣
Merluzzi et al. (2023) ○␣ ○␣ ○␣ ○␣ ○␣
Napisa et al. (2023) ○␣ ○␣ ○␣ ○ ○␣
Baccour et al. (2023) ○␣ ○␣ ○␣ ○␣ ○␣
Oliveira et al. (2024) ○␣ ○␣ ○␣ ○ ○␣
Nadar e Härri (2024) ○␣ ○␣ ○␣ ○ ○␣
Our approach ○ ○ ○ ○ ○
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3.1 Final Considerations

This chapter presents a panorama of related works that offers a comprehensive per-
spective on the existing landscape. These previous studies have showcased the multi-
faceted applications of AI in diverse domains, underscoring the transformative potential
of AI technologies. Although these studies have provided important insights, the pro-
posed architecture is an innovative step forward by incorporating edge computing, service
management, and model training. Through its holistic approach, the architecture strives
to address the limitations and challenges of existing solutions, paving the way for efficient,
adaptable, and real-time AI deployment in different fields.
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Chapter 4
Proposal

This chapter details the contributions of this thesis. We present the rationale for the
proposed AIaaS architecture considering its design and practical implementation. Also,
we offer a comprehensive understanding of its functionalities, use-cases, and potential
applications in real-world scenarios.

The proposed architecture represents an innovative approach for providing AI re-
sources as a service in edge computing. To achieve this, several technologies, contribu-
tions, and developments need to be systematically organized into research fronts. Con-
sequently, the hypothesis deduction is subdivided into three technological domains, from
which activities are developed within the scope of the project.

❏ Infrastructure: The infrastructure of the proposed architecture is rooted in cloud
computing, and aims to deliver services in the form of IaaS or PaaS. IaaS is a flexible
and scalable cloud service that provides complete computing infrastructure (e.g.,
Amazon Web Services - AWS). On the other hand, PaaS is a comprehensive platform
for application development and hosting, which helps expedite the development
process and reduce infrastructure costs (e.g., Google Colaboratory). In this thesis,
we utilize the IaaS services offered by conventional providers available in the market.
Using these high-performance servers, the API of the AIaaS architecture API was
constructed.

❏ Edge Predictor: This domain involves the instantiation of all AI resources on-
demand in mobile devices or low-cost devices for prediction tasks. For instance, it
categorizes diseases within a specific domain by using a mobile application. Edge
devices request the most suitable AI service through the infrastructure domain using
the API.

❏ Service Management: This entails the management of the essential functional-
ities of the proposed architecture. In this technological domain, mechanisms for
the control and management of API, which operates within a high-performance
computing infrastructure, will be developed.
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An overview of the proposed architecture is shown in Figure 14. Each component is
detailed in the following subsections, which highlight the opportunities and contributions
that will be achieved.

Low-cost Device Mobile Phone

AI Model
Store

Cloud GPU and AIaaS

Edge Predictor Service AIaaS Service Management

Model
Training

Model
Validating

Dataset
Management

Pull Trained
AI Models

AIaaS
Management

Platform
Management

Model 
Optimizer

Model Store
Management

Figure 14 – General Contribution: AIaaS Architecture.

4.1 Infrastructure

The Infrastructure uses high-performance cloud-computing services for instantiation
of GPU and hardware resources. Two functions are performed within this infrastructure:
hosting the functional modules of the proposed architecture and providing the necessary
hardware resources for executing computationally expensive tasks such as training or
optimizing ML models. Well-established frameworks in the community and industry,
such as PyTorch, TensorFlow, and Keras, will be employed to handle specific tasks such
as model creation, training, validation, and optimization in the realm of ML (e.g., CNN
and Supervised Algorithms). Furthermore, communication with Edge Prediction via API
and Service Management is facilitated by the architecture manager.

Edge Predictor requests access to appropriately trained models that are downloaded
onto mobile or low-cost devices. By training, optimizing, and storing models with various
datasets for different contexts, the proposed architecture aims to robustly serve various
needs, such as identifying different medical diseases or classifying different agricultural
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crops. Service Management will be employed to train ML models in cloud computing
environments and to handle the management, storage, optimization, and validation of
these models.

To create the Infrastructure API for the proposed Architecture, the following services
are required:

❏ GPU-based ML Trainer Allocation: This service is used by the architecture
administrator to train a specific ML model.

❏ Resource Manager: This service is used by the architecture administrator to
check the available computing resource quotas.

❏ ML Model Retrieval: This service is employed when a user (Edge Predictor)
requests a pre-trained and existing model for a specific prediction task.

❏ Dataset Storage: The architecture administrator intends to upload datasets for
ML tasks.

❏ ML Model Storage: This service is used by the architecture administrator to
train and validate a ML model available through the API.

❏ ML Model Optimizer: This service is used when the architecture’s administrator
aims to enhance a trained ML model.

4.2 Edge Predictor

The Edge Predictor encompasses the user side of the interaction with the AIaaS
architecture in order to acquire or manage the trained models available within it. This is
termed Edge Prediction because it employs the novel concept of distributed computing
to process and store data on devices situated closer to the application scenario, rather
than sending them to a central server. In this way, edge devices (such as smartphones,
notebooks, Arduino, and Raspberry Pi) can process and analyze samples locally and in
real time, alleviating the burden of network traffic on communication networks, which
can be non-existent or of low quality in scenarios such as remote or rural areas.

In this phase, we developed a mobile application (for widely accepted mobile operating
systems) that interacts with the Infrastructure API and retrieves pretrained ML models.
This application enables users to make predictions on given samples using the chosen pre-
trained ML model, as illustrated in Figure 15. Furthermore, the application will facilitate
the real-time deployment of models onto low-cost devices, allowing users with varying
levels of expertise to harness the potential of robust ML models.
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Figure 15 – Behaviors that need to be investigated and refined in the Edge Predictor.

4.3 Service Management

The AIaas Management Service facilitates the administration and operational
aspects of the architecture. Our proposed method includes Platform Management
with a Graphical User Interface to support the manager handling the architecture, as
depicted in Figure 16, where the features are available on the left menu.
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Figure 16 – Proposed AIaaS Management Platform GUI.
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The AIaaS Management Service provides a dashboard with a general view of
AIaaS, showing the number of datasets available, edge predictors used by devices, number
of AI models adequately trained and evaluated in the cloud GPU, and model optimizer
available to improve the AI models during the training enhancement stage. Our dashboard
provides the status of the dataset processing, geographical location of the downloaded
models, and number of pulled models over time. Finally, Graphical User Interface (GUI)
shows the general performance of the trained models.

Service Management is accountable for the operation and administration of the archi-
tecture through the five submodules tasked with managing the functioning of the entire
architecture. Figure 17 illustrates the administrator’s interaction with the architecture,
as well as the behaviors that need to be investigated, expanded, and implemented within
the scope of project development. Subsequently, the functionalities of the Service Man-
agement carried out by the architecture administrator are delineated.

Gerenciador 
da Arquitetura

Architecture
Manager

AIaaS
Gerenciamento

GUI

GUI
Management

AIaaS

API de
Gerenciamento

Management
API

Interact
(traning machine learning models)
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validateModel(parameters)
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Interact 
(validating machine learning models)

Interact
(publishing machine learning models 
to the end user)

publishModel(trainedModel)
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Interact
(loading a dataset to the architecture)

uploadDataset(file)

presentsResult()

Figure 17 – Behaviors that need to be investigated and refined in the Service Manage-
ment.

4.3.1 Platform Management

Platform Management serves as a management platform with a user-friendly GUI,
aimed at facilitating the administration of architectural functionalities. This empowers
administrators to oversee a spectrum of tasks, including the management of available
datasets, utilization of edge prediction, access to available model optimizer, and other
essential features. A comprehensive dashboard provides an overarching perspective of the
entire proposed architecture, aiding decision-making and administrative actions.
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4.3.2 Model Training

The model training phase enables the development of diverse AI models, offering the
flexibility to select suitable ML paradigms for each application. Consequently, this stage
aims to identify the most fitting models for various computer vision contexts and analyze,
evaluate, and refine each model. This process entails the examination of state-of-the-
art models representing leading AI techniques along with the potential introduction of
simpler yet robust models that harness attributes from the finest models documented
in the literature. Our goal is to identify the optimal models for different domains and
optimize their performance.

In this context, the model-training process encompasses multiple objectives. First,
it explores models that align with specific computer vision needs, focusing on precision,
interpretability, and resource efficiency. Second, it involves rigorous model assessment,
performance metrics, and potential enhancement strategies. Finally, the process con-
tributes to advancing the field by combining innovative approaches with well-established
techniques to develop models that can excel across various applications.

4.3.3 Model Validation

Following the training process, the models were validated using the classical quanti-
tative metrics. Upon successful validation, they were approved and subsequently incor-
porated into the architecture model catalog.

The validation stage is pivotal for ensuring the efficacy and suitability of the mod-
els for their intended tasks. This involves subjecting the trained models to established
quantitative metrics that measure their performance across various criteria such as ac-
curacy, precision, recall, and F1-score. The models that met the predefined criteria and
demonstrated robust performance were validated.

Once validated, these models were eligible for inclusion in the architecture model
catalog. This catalog serves as a repository of pre-trained models covering a diverse range
of applications. Users can then seamlessly access and deploy these validated models
for specific prediction tasks, thereby enhancing the overall versatility and utility of the
architecture.

4.3.4 Model Optimizer

Selecting optimal hyperparameters for training a deep CNN is crucial, but there is no
one-size-fits-all method for this task. Common approaches such as grid search, random
search, Bayesian optimization, and Genetic Algorithm (GA) are used in ML to tackle this
challenge (BERGSTRA et al., 2011; MARCOS; RODOVALHO; BACKES, 2019; MOR-
EIRA et al., 2020; SILVA; ESCARPINATI; BACKES, 2021). However, the computational
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cost of grid search is too high, while random and Bayesian approaches are limited to the
search space distribution (LIASHCHYNSKYI; LIASHCHYNSKYI, 2019).

Hyperparameters are essential settings that influence the performance of a CNN, de-
termining aspects such as the topology of the CNN, optimization algorithms, and training
details (BENGIO, 2012). The selection of hyperparameter values lacks a universally ap-
plicable method, and often involves iterative experimentation through trial and error. To
address the gap in the state-of-the-art regarding the best hyperparameter setup (ZHOU
et al., 2021), we developed a novel approach using GA.

In this thesis, we treated hyperparameters as decision variables and aimed to minimize
the loss function to fine-tune their values. The following hyperparameters were used in
the analysis:

❏ Dropout (d): dropout is a technique to deal with overfitting. It is based on
the random dropping of neurons during the training process, that is, a unit out is
temporarily removed from the network along with all its incoming and outgoing
connections (SRIVASTAVA et al., 2014).

❏ Learning rate (l): the learning rate is the main tuning parameter, being respon-
sible for improving the Stochastic Gradient Descent (SGD) (LECUN et al., 1998)
optimizer runtime. This defines the level of adjustment of the weight connections
and network topology applied at each training epoch. A high learning rate may
sacrifice accuracy owing to the lack of precision in the adjustments. However, a low
learning rate requires more training epochs and longer processing times (BENGIO,
2012).

❏ Momentum (µ): the momentum coefficient (POLYAK, 1964) is responsible for
reducing oscillations in the high-curvature regions of the loss function generated by
the SGD. By default, its value is set to 1; however, fine-tuning this hyperparameter
may lead to improved results (PONTI et al., 2017).

4.3.5 Model Store

The Model Store provides the settings and deployment of machine learning models
properly trained, pushing them to the AIaaS API that runs in the cloud computing
infrastructure. In addition, it is possible to load the models onto low-cost devices on the
fly, enabling high-performance models in different fields of application.

There are distinct views of the Model Store: the architecture administrator can manage
the life cycle of models that can be pulled by model subscribers. The model subscribers
skimmed the catalog of available models on the platform at a glance and downloaded
them on demand. Moreover, the Model Store enables users with different skills to take
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advantage of the potential of robust machine learning models, thereby avoiding users
requiring expensive computing resources for training and validation workloads.

4.4 Final Considerations

In this chapter, we presented a comprehensive overview of the proposed architecture,
emphasizing its innovative approach to providing AI resources at the edge. The foundation
of the architecture is rooted in cloud computing, providing IaaS and PaaS capabilities.
These facets enable the instantiation of AI models on demand and the development of
applications for different scenarios.

Our research also addresses research endeavors in edge prediction, ranging from model
adaptation to low-latency inference. These aim to bolster the architecture’s robustness,
adaptability, and security, ensuring reliable and efficient AI deployment in diverse settings.

In summary, this architecture presents an innovative approach towards efficient, local-
ized, and adaptable AI deployments in Computer Vision tasks. With its emphasis on edge
prediction, service management, and model training, this architecture opens new avenues
for improved medical image diagnosis, resource management, and enhanced decision sup-
port. This chapter sets the stage for subsequent exploration, where the functionalities of
the architecture are developed, optimized, and practically implemented.
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Chapter 5
Edge Predictor Service Evaluation

In this chapter, we present and analyze the results of the Edge Predictor Service evalu-
ation, focusing on the performance across low-cost devices (Section 5.1) and conventional
devices (Section 5.2). For this analysis, we use the term “conventional devices” to re-
fer to typical mobile devices, such as smartphones and tablets, which possess relatively
advanced hardware capabilities. The evaluation emphasizes measuring the effectiveness
and efficiency of the prediction service on different types of edge devices, with particular
attention paid to metrics such as response time, energy consumption, and prediction ac-
curacy. By comparing these metrics between low-cost and conventional devices, we aim
to understand the capabilities and limitations of the Edge Predictor Service in real-world
scenarios, where device heterogeneity is a critical factor.

5.1 Exploring the Capabilities on Low-Cost Devices

To evaluate the capabilities of low-cost devices in our AIaaS architecture, we focused
on the recent COVID-19 pandemic, a highly contagious global public health emergency
that affects millions of people worldwide (ROSER et al., 2020). Our evaluation considered
the potential applications and limitations of low-cost devices in supporting public health
responses during such crises. By analyzing key metrics, such as processing power, energy
efficiency, and model classification performance, we assessed the feasibility of deploying
these devices in resource-constrained environments for health monitoring and diagnostics.

During the pandemic, it was found that COVID-19 manifested as a respiratory disease
that led to lung inflammation and pneumonia (SHI et al., 2020). Furthermore, survivors
of the disease are at an increased risk of developing cardiovascular complications such as
cerebrovascular disorders, dysrhythmias, and heart failure (XIE et al., 2022). Therefore,
early diagnosis is crucial to control the spread of the disease and to provide appropriate
treatment.

Reverse transcription-polymerase chain reaction (RT-PCR) has been widely used to
support the diagnosis of COVID-19. However, the RT-PCR test has a long time to re-
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lease the outcome and presents poor sensitivity owing to high false-negative rates as well
as sample collection, transportation, and kit performance limitations (SHARFSTEIN;
BECKER; MELLO, 2020). It is crucial to develop alternative diagnostic methods for
COVID-19, such as chest X-rays and Computed Tomography (CT) scans, which are ef-
fective in detecting and assessing lung damage at various stages of the disease (RUBIN
et al., 2020). Although CT is a highly accurate examination, chest X-ray imaging is
still beneficial owing to its low cost, speed, and radiation exposure (RUBIN et al., 2020;
RODRIGUES et al., 2020). However, approaches based on images are subjective and
require visual analysis, and health specialists must look for white patches in the lungs,
which can also be confused with pneumonia caused by different pathogens, bronchitis, or
tuberculosis (ZHOU et al., 2020; PEREIRA et al., 2020).

Thus, computer-aided diagnostic systems that utilize both AI and Computer Vision
are a viable option for extracting features from X-ray images, ultimately leading to an
accurate diagnosis of COVID-19 and enabling for critical time to be saved in the disease
management and control process.

Previous studies have explored the use of deep learning to diagnose COVID-19 based
on X-ray images (RODRIGUES et al., 2020; ISLAM et al., 2021; KHAN et al., 2021;
AGGARWAL et al., 2022). However, there are challenges associated with using computa-
tional methods based on deep learning to support the COVID-19 pandemic, such as the
difficulty of generalizing a detection model and the need for specific preprocessing for data
from different locations. Additionally, powerful computing resources are required to train
deep learning models and they typically use centralized intelligence on high-performance
servers, making it challenging to embed those models on low-cost devices or smartphones
for early disease diagnosis (WANG et al., 2020; CHANG et al., 2021; AGGARWAL et al.,
2022).

To overcome this gap, we validated our designed AIaaS Architecture, which has a
hybrid AI support operation that is both centralized and distributed. Our architecture
takes advantage of the AI services offer model, allowing low-cost devices to access and
utilize specialized trained models from the cloud for specific contexts. Our approach
enables the seamless integration of CNN models on low-cost devices, eliminating the need
for resource-intensive training tasks, and enabling the utilization of pre-trained models
across multiple domains.

The goal of these experiments was to answer the following Research Questions (RQs).

❏ RQ1: Low-cost devices are able to timely predict X-ray images?

❏ RQ2: Among the evaluated CNNs, which ones are more complex in terms of com-
putational cost?

❏ RQ3: Which CNN takes the shortest time to predict an X-ray image?
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❏ RQ4: Do more complex CNNs require more time to predict an X-ray image?

❏ RQ5: Considering RAM memory, what is the computational overhead that CNNs
impose on the low-cost device hardware?

❏ RQ6: What criteria should be considered to embed a CNN on a low-cost device for
image classification?

In the following sections, we detail the prior approaches employed to identify COVID-19
on edge devices and the dataset utilized for evaluation.

5.1.1 Previous Approaches to classify COVID-19 on Edge De-
vices

We analyzed past research that employed image analysis and AI techniques on edge
devices to identify COVID-19. We also compared these previous methods with our pro-
posed approach.

The initial method for diagnosing X-ray images using an mobile application was pro-
posed by Sait et al. (2019) and was implemented for pneumonia diagnosis. Nevertheless,
the authors did not consider potential hardware limitations. Maghded et al. (2020) pro-
posed a framework to detect COVID-19 using smartphone sensors, which involves reading
signal measurements from the sensors and scanning CT images to identify COVID-19 and
viral pneumonia. However, they did not implement the proposed framework on a smart-
phone.

COVID-MobileXpert, a mobile system for detecting COVID-19 from X-ray images,
was proposed by Li, Li e Zhu (2020). The system utilized a pre-trained DenseNet-121
model on 100k X-ray images and tested the performance of MobileNetV2 and SqueezeNet
on Android devices. Alam e Rahmani (2021) utilized FL for COVID-19 classification and
segmentation of X-ray images by employing Raspberry Pi for Internet of Medical Things.
Although they evaluated Raspberry Pi, the slow training process required reliance on a
central server.

Paluru et al. (2021) introduced Anam-Net, a lightweight CNN, for the purpose of
detecting anomalies in CT images related to COVID-19 evaluating the performance on
Raspberry Pi, Jetson Xavier, and Android. Bushra, Ahamed e Ahmad (2021) developed
an Android application that uses a CNN architecture inspired by GoogLeNet to identify
COVID-19 in X-ray images reducing the number of parameters.

Sait et al. (2021) proposed a multimodal framework for COVID-19 detection using
X-ray images, breathing sounds, and rapid antigen tests. They utilized an Inception-V3
CNN to extract features and a multilayer perceptron (MLP) as a classifier. They also
developed an Android smartphone application and evaluated its performance on three
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smartphones with different specifications, but did not provide sufficient details on the
mobile application’s performance on these devices.

Hosny et al. (2021) proposed a COVID-19 diagnosis system utilizing both chest X-ray
images and CT scans, and implemented it on a Raspberry Pi Linux embedded system.
They utilized handcrafted feature extraction and conventional classifiers. While the model
size was small, the prediction time was relatively long. Rangarajan e Ramachandran
(2021) evaluated five pre-trained CNN models and integrated them into a smartphone,
but the performance of the CNN is hindered by limitations in terms of the limited memory
space and longer average prediction time. Verma et al. (2022) proposed an Android
application that detects COVID-19 from CT scans using a CNN. They evaluated several
CNN models, and evaluated the mobile application on four smartphones, but they did
not consider low-cost devices.

Most of the surveyed papers primarily focused on identifying COVID-19 through X-ray
imaging. However, our contribution extends beyond this by proposing and evaluating an
AIaaS Architecture. To provide a clear overview of all the approaches, we present Table 3.
The “Image” column refers to the type of lung image (CT or X-ray) used by the proposed
approach. The “Classes” column indicates the categories of lung images considered. The
solutions found predominantly consider COVID-19, Pneumonia, and normal lung. The
“Method” column indicates the computational method utilized. The “Device” column
indicates the device type considered.

The “Embedded” column describes whether the solution is integrated into the pro-
posed device. Solutions proposed in (LI; LI; ZHU, 2020; ALAM; RAHMANI, 2021;
PALURU et al., 2021; SAIT et al., 2021; HOSNY et al., 2021) are examples of embed-
ded solutions. The “Embedded Task” specifies the task that was executed on embedded
devices. For instance, the solutions presented in (ALAM; RAHMANI, 2021; PALURU et
al., 2021) utilize different devices to perform image segmentation. On the other hand, for
the solutions proposed in (SAIT et al., 2019; MAGHDED et al., 2020; RANGARAJAN;
RAMACHANDRAN, 2021) this feature is indicated as not applicable (NA) because the
approach was not embedded.

Finally, the “Affordable” feature refers to the cost of computing devices. Some solu-
tions, such as (ALAM; RAHMANI, 2021; HOSNY et al., 2021), utilize low-cost devices.
However, most solutions found in the literature require the acquisition of devices at a cost
of over US$100. In our approach, we go further by using a low-cost device and applying
it as a promising alternative with low financial cost to support the automatic diagnosis
of COVID-19.
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Table 3 – Short State-of-the-Art Survey of approaches that using edge devices to support COVID-19 diagnosis.

Approach Image Classes Method Device Embedded Embedded
Task Affordable

Sait et al. (2019) X-ray Normal Lung
Pneumonia CNN Mobile App

Android ○␣ N/A ○␣

Maghded et al. (2020) CT COVID-19
Pneumonia CNN Mobile App

Android ○␣ N/A ○␣

Li, Li e Zhu (2020) X-ray
COVID-19
Pneumonia
Normal Lung

CNN
Supervised Classifiers

Nexus One/ Nexus S
Pixel/ Pixel 2
Pixel 2 XL/ Pixel 2 XL

○ Prediction ○␣

Alam e Rahmani (2021) X-ray
COVID-19
Pneumonia
Normal Lung

Segmentation with U-net
and FL Raspberry Pi 4 ○ Segmentation ○

Paluru et al. (2021) CT COVID-19
Normal Lung

Segmentation
with Anam-Net

Raspberry Pi 4
NVIDIA Jetson Xavier
Nokia 5.1 Plus

○ Segmentation
○
○␣
○␣

Bushra, Ahamed e Ahmad (2021) X-ray COVID-19
Normal Lung CNN Mobile App

Android >version 6 ○␣ N/A ○␣

Sait et al. (2021) X-ray
COVID-19
Normal Lung
Pneumonia

CNN Mobile App
Android >version 6 ○ Prediction ○␣

Hosny et al. (2021) X-ray
CT

COVID-19
Normal Lung

LBP
Random Forest
Logistic

Raspberry Pi 4 ○ Prediction ○

Rangarajan e Ramachandran (2021) X-ray
COVID-19
Normal Lung
Pneumonia

CNN Mobile App
Android >version 6 ○␣ N/A ○␣

Verma et al. (2022) CT COVID-19
Normal Lung CNN

Nokia 5.1 Plus
Xiaomi Note 4
Samsung A30
Samsung Galaxy S2

○ Prediction ○␣

Our Approach X-ray
COVID-19
Pneumonia
Normal Lung

CNN Raspberry Pi 4 ○ Prediction ○
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We proposed the functional viability of constructing an AIaaS Architecture that de-
livers AI capacities as services to edge computing. Our system concurrently satisfies all
the specifications shown in Table 3, introducing a novel approach.

5.1.2 Experiments

The images used in these experiments were obtained from the COVID-19 Radiography
Database1 (CHOWDHURY et al., 2020) (RAHMAN et al., 2021) and consisted of three
classes: COVID-19 (3616 images), viral pneumonia (1345 images), and normal lungs
(10,192 images). Figure 18 presents the sample images from each class in the dataset.

COVID-19

Normal

Viral
Pneumonia

Figure 18 – Sample images from the COVID-19 Radiography Database.

We used Python (version 3.6) and the PyTorch deep learning framework to program
the experiments. We partitioned the COVID-19 Radiography Database into three subsets:
80% for training, 10% for validation, and 10% for testing. We also resized all images to
224 × 224 pixels. We conducted training on a Cloud GPU and AIaaS using pre-trained
2012 ImageNet weights (KRIZHEVSKY; SUTSKEVER; HINTON, 2012) and the Adam
optimizer (KINGMA; BA, 2017) with a learning rate of 0.0001, batch size of 16, and 30
epochs. We also performed data augmentation with random rotation (between -30◦ and
30◦) and vertical and horizontal flips.

We analyzed six CNN architectures architectures selected due to their success in pre-
vious research on COVID-19 classification based on images (KHAN et al., 2021; AGGAR-
WAL et al., 2022). These CNNs present different architectural features, such as residual
connections and dense blocks. We observed in the literature the correlation between the
depth of CNNs and their performance, leading to the design of very deep CNNs with
skip connections (BIANCHINI; SCARSELLI, 2014; WU; SHEN; VAN DEN HENGEL,
2019; OYEDOTUN; ISMAEIL; AOUADA, 2021). On the other hand, shallow CNNs are
recommended for embedded platforms (ZHOU et al., 2021). In this thesis, we aimed
1 Available in: <https://www.kaggle.com/tawsifurrahman/covid19-radiography-database>

https://www.kaggle.com/tawsifurrahman/covid19-radiography-database
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to explore the possibility of embedding different models of CNNs, including shallow and
deeper models. We considered the following CNNs in this experiment:

❏ Deeper Models: AlexNet, DenseNet, and ResNet.

❏ Shallow Models: MobileNet, ShuffleNet, and SqueezeNet.

We provide the results for each CNN in terms of the average accuracy, precision, recall,
and F1-Score. Figure 19 shows the loss and accuracy values for both the training and
validation sets, demonstrating that the training did not result in overfitting the data and
preserving the generalization property of each CNN evaluated.

AlexNet DenseNet

MobileNet
ResNet

ShuffleNet SqueezeNet

Figure 19 – Accuracy and loss values considering training and validation sets.
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Subsequently, we present a overview of each experiment conducted in response to the
six Research Questions (RQs) addressed in this evaluation.

RQ1: Low-cost devices are able to timely predict X-ray images?

To answer RQ1, we embedded the trained CNN models in a low-cost device and veri-
fied that they can predict X-ray images in a timely manner. As shown in Figure 20, most
of the evaluated CNNs performed the prediction in less than one second. Therefore, our
analysis indicates that CNN models can be successfully embedded into low-cost devices.
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Figure 20 – Prediction time for each CNN considering each class.

RQ2: Among the evaluated CNNs, which ones are more complex in
terms of computational cost?

We conducted a more in-depth investigation to answer RQ2 and discovered that one
of the most significant and influential factors in the image prediction process of embedded
CNNs is the last layer, also known as the predictive layer. This layer plays a crucial role
since the weights and parameters have already been loaded in the training step on Cloud
GPU and AIaaS. As depicted in Figure 21, the number of parameters in the predictive
layer is significantly lower than in other layers of the model, except for AlexNet.

We presented the structure of each CNN in Table 4 and evaluated its complexity in
terms of the computational cost in FLOPs, considering the Giga multiply–accumulate
operations per second (GMac). This measurement is commonly used in state-of-the-art
applications to determine the number of floating-point operations a CNN imposes on the
hardware, as reported in (ZHANG et al., 2018; MA et al., 2018; MOREIRA et al., 2022).
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Thus, the number of operations performed by a CNN on the hardware is what defines its
complexity.

We evaluated the size of CNN models and the amount of disk storage needed when
analyzing AlexNet, DenseNet, ResNet, and SqueezeNet. The latter three models required
more disk storage, with AlexNet consuming approximately 217 MB, DenseNet 27.1 MB,
and ResNet 42.7 MB. Additionally, these models had a higher general complexity, re-
quiring more parameters. On the other hand, SqueezeNet demanded less disk storage,
with only approximately 2.83 MB needed. Due to its fewer parameters and less complex
design, it is intended for use on devices with limited computing resources.

Table 4 – Information about complexity for each CNN.

Previous Layers Predictive Layer

CNN
Batch
Size

Complexity
GMac

Parameters
Complexity

GMac
Parameters

Hidden
Units

Model
Size (MB)

AlexNet 32 0.71 2.47 M 0.055 54.55 M 4096 217.00
DenseNet 32 2.88 6.95 M 0.0 0.003 M 1024 27.10
MobileNet 32 0.32 2.23 M 0.0 0.004 M 1280 8.72
ResNet-18 32 1.82 11.18 M 0.0 0.002 M 512 42.70
ShuffleNet 32 0.15 1.26 M 0.023 0.003 M 1024 4.95
SqueezeNet 32 0.74 0.74 M 0.0 0.002 M 512 2.83
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Figure 21 – Parameter Distribution for each CNN.

RQ3: Which CNN takes the shortest time to predict an X-ray im-
age?
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To answer RQ3, we analyzed the time it took for each CNN to predict the classes
in our study case. As shown in Figure 20, we found that SqueezeNet was the fastest,
requiring an average time of 0.34 seconds. This is because SqueezeNet is a lightweight
architecture designed for devices with limited computational resources. Although Mo-
bileNet and ShuffleNet are also lightweight architectures, they require more time to make
predictions: 9.66 seconds and 3.73 seconds, respectively. We observed that among the
lightweight CNNs evaluated (MobileNet, ShuffleNet, and SqueezeNet), MobileNet and
ShuffleNet have more parameters in the predictive layer. Additionally, MobileNet and
ShuffleNet use an inverted residual block in their structure. Therefore, we can infer from
this result that more parameters in the predictive layer and architectural structures re-
quire more hardware operations and, consequently, a longer time to make predictions.
Furthermore, we conducted a hypothesis test with a confidence interval of 95% and found
that the average prediction time is statistically equivalent across all classes. Hence, the
prediction time is the same regardless of the class being considered.

RQ4: Do more complex CNNs require more time to predict an
X-ray image?

To answer RQ4, we observed that AlexNet, DenseNet, and ResNet, which are more
computationally expensive and not designed for low-resource devices, require less time to
classify an image. Our experiments showed that despite arguments in favor of lightweight
CNNs built to be embedded, MobileNet took approximately 24.34 times longer than
AlexNet to classify an image. Additionally, when comparing MobileNet with SqueezeNet,
we found that it took approximately 28.40 times more time to predict.

Therefore, by answering RQ3 and RQ4, we determined that the CNN requiring the
least amount of time to classify an X-ray image is SqueezeNet. However, it should be
kept in mind that other CNNs, which are typically associated with high computational
demands and memory usage, can also be employed in low-cost devices where prediction
time is a significant concern.

RQ5: Considering RAM memory, what is the computational over-
head that CNNs impose on the low-cost device hardware?

To answer RQ5, we evaluated the computational overhead that CNNs impose on the
hardware on which they are embedded. In the process of measuring memory consumption
during prediction, we found that the CNN that consumes the most RAM is DenseNet, at
an average of approximately 17.35%. We also conducted a fair comparison of the CNNs
in terms of memory consumption, and found that the CNN that consumes the least RAM
is ShuflleNet, at about 9.8405%, followed by SqueezeNet, which demands about 9.8431%.
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We evaluated all CNNs using the cumulative distribution function (CDF) of memory
usage. We determined the 95th percentile of the sample, based on the normal probability
distribution for the memory consumption of all evaluated CNNs. As shown in Figure 22,
DenseNet’s RAM consumption was less than 20.17% in 95% of the samples, followed by
15.91% for MobileNet, 12.12% for ResNet-18, 10.40% for SqueezeNet, and 10.15% for
ShuffleNet. Therefore, in response to RQ5, ShuffleNet consumes the least amount of
RAM, and there is a direct relationship between the RAM consumption and the size of
the generated model. Additionally, it can be noted that the RAM consumption measured
in the experiment does not impose a significant overhead on the hardware that runs
the embedded CNN. The CDF analysis shows that ShuffleNet and SqueezeNet, being
lightweight CNNs, require less RAM when embedded, whereas MobileNet requires more
computing resources and consumes 15.91% of RAM in 95% of the samples.
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Figure 22 – CDF for Memory Usage considering each CNN evaluated.

RQ6: What criteria should be considered to embed a CNN on a
low-cost device for image classification?

We evaluated the classification performance of each CNN on the test set (see Table 5)
and found that the DenseNet architecture performed the best, achieving an accuracy
of 99.34%, followed by ShuffleNet with 99.21% and MobileNet with 99.08%. However,
simply analyzing classification performance is not sufficient to answer RQ6. We need to
consider the answers from previous RQs.
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Our case study shows that it is possible to embed CNN models generated by non-
lightweight architectures. However, before embedding, we need to check the hardware
configurations and available computing resources. Our results demonstrate that while
DenseNet achieved the best classification performance, it required more memory to per-
form the prediction and consumed significantly more memory space compared to lightweight
CNNs.

Table 5 – CNN Performance.

CNN Accuracy (%) Precision (%) Recall (%) F1-Score (%)

AlexNet 97.76 96.78 97.42 97.09
DenseNet 99.34 99.22 98.76 98.98
MobileNet 99.08 98.84 98.49 98.66
ResNet 99.01 98.31 98.63 98.47
ShuffleNet 99.21 98.86 98.98 98.91
SqueezeNet 97.83 97.82 95.95 96.86

To address RQ6, we must take into account the available RAM and the expected
prediction time on a low-cost device. In this context, our case study indicates that when
the prediction time is quick and efficient, using a CNN model with less RAM, such as
SqueezeNet or ShuffleNet, is a more suitable option compared to MobileNet lightweight
or deeper models.

In Table 6, we compared our best result with other state-of-the-art techniques in the
literature in terms of model size and prediction time. Our result is better than the best
state-of-the-art technique reported in the literature. Additionally, our AIaaS Architecture
enables timely prediction, with a time of 0.34 seconds and a model size suitable for a low-
cost device. Our method is approximately 20 times faster than the approaches proposed
by Rangarajan e Ramachandran (2021) and Hosny et al. (2021).

Finally, in Table 6 we compared our best result with other state-of-the-art techniques in
the literature in terms of model size and prediction time. Our result is better than the best
state-of-the-art technique reported in the literature. Additionally, our AIaaS Architecture
enables timely prediction, with a time of 0.34 seconds and a model size suitable for a low-
cost device. Our method is approximately 20 × faster than the approaches proposed by
Rangarajan e Ramachandran (2021) and Hosny et al. (2021).
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Table 6 – Comparison with literature.

Approach Method Model
Size

Prediction
Time Accuracy (%)

Rangarajan e Ramachandran (2021)
MobileNet-V2 9.84 MB 1.692 s 97.9
Xception 95.3 MB 2.282 s 98.1
VGG-16 106 MB 3.627 s 98.6

Hosny et al. (2021)
LBP

3 MB 10 s 99.3Random Forest
Logistic

Our Approach SqueezeNet 2.93 MB 0.34 s 97.83
DenseNet 27.1 MB 1.64 s 99.34

Following these experiments, we confirmed that the AIaaS Architecture is capable of
supporting COVID-19 diagnosis using X-ray images. Based on these experiments, we
believe that our AIaaS Architecture can be used to provide AI capabilities using low-cost
edge computing. In Table 7, we summarize all Research Questions (RQs) and findings.

Table 7 – Research questions and summary findings for experiments exploring the capa-
bilities of low-cost devices.

Research Question (RQ) Finding

RQ1
Low-cost devices are able to
timely predict X-ray images?

• CNN models can be successfully em-
bedded in low-cost devices.

RQ2
Among the evaluated CNNs,
which ones are more complex in
terms of computational cost?

• AlexNet, DenseNet, and ResNet.

RQ3
Which CNN takes the shortest
time to predict an X-ray image?

• SqueezeNet (≈ 0.34 s).

RQ4
Do more complex CNNs require
more time to predict an X-ray im-
age?

• Not.
• AlexNet, DenseNet, and ResNet are
more expensive and require less time.
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Table 7: (continued).
RQ5
Considering RAM memory, what
is the computational overhead
that CNNs impose on the low-
cost device hardware?

• RAM consumption does not repre-
sent a significant imposition of over-
head on the hardware that runs the em-
bedded CNN.

RQ6
What criteria should be consid-
ered to embed a CNN on a low-
cost device for image classifica-
tion?

• RAM available and time to perform
the prediction.

After identifying the gaps in the state of the art, we evaluated the suitability of AIaaS
Architecture for supporting COVID-19 diagnosis. Through our case study, we observed
that lightweight CNNs, despite their simplicity, are well-suited for deployment on low-cost
devices, while deeper CNNs can be used for prediction tasks on these devices. We also
found that heavy models must be trained on powerful computing devices in the cloud and
pulled to low-cost devices for use as a predictive service. Our approach achieved the best
results, requiring only 2.83 MB of memory and taking less than a second to perform the
prediction, outperforming previous works.

5.2 Exploring the Capabilities on Conventional De-
vice and Model Store

To evaluate the capabilities of delivering cognitive services through our AIaaS Archi-
tecture and assess the suitability of our solution, we propose a general-purpose image
classification task and evaluate its performance, speed, and resource utilization. Our
study demonstrates that edge intelligence can be effectively realized by leveraging the
concept of the AI Model Store, which serves as an innovative abstraction layer between
cognitive service pipelining and the business rules that it supports.

This comprehensive analysis highlights the potential challenges of integrating AI ser-
vices in a distributed and scalable manner. In this context, AI models can be seam-
lessly deployed across various heterogeneous edge devices via the AIaaS cognitive service-
acquisition process. Once an AI model is embedded in an edge device, it can be applied to
various domain applications. The goal of these experiments was to answer the following
RQs.
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❏ RQ1: How can cognitive services be efficiently retrieved and utilized by heteroge-
neous edge devices with limited computational resources?

❏ RQ2: How effective is general-purpose image classification on edge devices com-
pared to traditional cloud-based solutions in terms of classification performance?

❏ RQ3: What is the impact of deploying image classification models on edge versus
cloud platforms in terms of the prediction time?

❏ RQ4: How does memory usage for image classification models differ when deployed
on edge devices compared to cloud-based environments?

❏ RQ5: How does the edge-intelligence control framework facilitate communication
and manage the lifecycle of AI models in a distributed environment?

5.2.1 Experiments

We developed a cross-platform method that enables edge intelligence and addresses
the challenge of retrieving cognitive services from the internet for heterogeneous edge
devices with limited computational resources. Our solution includes a general-purpose
image classification application that enables users to select an appropriate AI model
from the AIaaS Model Store, based on their specific requirements. This selection process
involves determining the most suitable model in the context of the application. Our Proof
of Concept (PoC) focuses specifically on a software layer that facilitates communication
between the edge device application and AIaaS Model Store. The AIaaS architecture
manages a variety of AI models and their life-cycles, offering models on a pay-as-you-go
basis to meet the demands of the edge devices.

RQ1: How can cognitive services be efficiently retrieved and utilized
by heterogeneous edge devices with limited computational resources?

To answer RQ1, we implemented a software layer to facilitate communication between
the edge device application and AI Model Store using Python, PyTorch, and the React
Native framework. To verify the process of downloading AI models to edge devices, we
preloaded the AIaaS architecture with four trained AI models as a part of the experimental
setup for this study.

The edge-intelligence control framework is a structured system designed to manage and
facilitate the deployment of AI models on edge devices. Its primary goal is to ensure that
cognitive services such as image classification can be efficiently accessed and utilized on
devices with varying computational capabilities. The framework integrates the following
components and processes:
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❏ User Authentication and Registration: the framework begins with a user au-
thentication process. Users must register and verify their login credentials before
gaining access to cognitive services. This step ensures that only authorized users
can utilize edge intelligence resources.

❏ Model Retrieval and Management: once authenticated, users can access a list
of AI models tailored to their profiles. The framework checks whether the required
model is already available locally on the edge device. Otherwise, it retrieves the
model from the AI Model Store within the AIaaS architecture. This process involves
querying the centralized store to obtain the necessary model and storing it locally
in the device for subsequent use.

❏ Application Integration: after acquiring the model, the edge device can seam-
lessly integrate and use it for specific tasks such as image classification. The frame-
work supports the ability of the application to handle tasks efficiently by ensuring
that appropriate models are available and up-to-date.

❏ Operational Workflow: the framework outlines the workflow for model selection,
retrieval, and deployment, guiding the system through a series of steps to ensure
smooth operation. This includes checking model availability, retrieving models when
necessary, and facilitating their use in edge applications.

Figure 23 shows the workflow of the edge intelligence control framework, illustrating
the logical progression of operations, which encompasses user registration, model retrieval,
and application integration and offers a coherent visualization of the processes involved
in administering cognitive services on edge devices.
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Figure 23 – Control Framework for edge-intelligence enablement.

Our PoC focuses on using image classification to support precision agriculture and
offers significant advantages by demonstrating how edge-based image classification can
enhance crop management. By utilizing AI models on edge devices, farmers can perform
real-time analyses of crop conditions, such as assessing coffee bean quality directly in
the field. This approach reduces the need for costly centralized infrastructure, speeds
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up decision-making processes, and provides actionable insights that can improve crop
yields and quality while making advanced technology accessible even in resource-limited
settings.

The images utilized in this PoC are sourced from the USK-Coffee dataset (FEBRIANA
et al., 2022)2. This dataset contains 8,000 images of green coffee beans divided into four
distinct categories: peaberry, longberry, premium, and defect. Each category comprised
2,000 images with a resolution of 256 × 256 pixels. Figure 24 presents the selection of
images from the dataset and illustrates examples from each class.

Premium

Peaberry

Longberry

Defect

Figure 24 – Image samples for each class obtained from the USK-Coffee dataset.

We developed a mobile device application to showcase the functionality and usability
of our edge-intelligence framework. The application screens are shown in Figure 25,
including the initial screen presented when the user opens the application during loading
of its dependencies in Figure 25(a). Authentication, as shown in Figure 25(b), requires the
user to log in or create an account to access the application. The profile in Figure 25(c),
Home, in Figure 25(d), represents the main interface, showing purchased models and the
AI Model Store, respectively. Finally, we classified the image in Figure 25(e) and the
Model Store in Figure 25(e).
2 Available at: <https://comvis.unsyiah.ac.id/usk-coffee/>

https://comvis.unsyiah.ac.id/usk-coffee/
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(a) Home screen. (b) Login. (c) User profile.

(d) Main interface. (e) Image classification. (f) Model Store.

Figure 25 – Screens of proposed mobile application.

RQ2: How effective is general-purpose image classification on edge
devices compared to traditional solutions in terms of classification
performance?

To answer RQ2, we evaluated four CNNs: AlexNet (KRIZHEVSKY; SUTSKEVER;
HINTON, 2012), EfficientNet (TAN; LE, 2019), MobileNet (HOWARD et al., 2017), and
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ResNet (HE et al., 2016b) for their performance in image classification. We utilized a
5-fold cross-validation scheme and initialized each CNN with pretrained weights from
ImageNet. The hyperparameters for the learning rate, batch size, and optimizer were set
as described previously by Pereira Neto et al. (2023) and summarized in Table 8. Using
Python (version 3.10) and the PyTorch deep learning framework, we resized the images
to 224 × 224 pixels and performed random rotations (angles between -15◦ and 15◦) and
both vertical and horizontal flips.

Table 8 – Optimized hyperparameter values defined by Pereira Neto et al. (2023).

Architecture Batch Size Learning Rate Accuracy Validation
AlexNet 16 0.00001 0.9169
EfficientNet 16 0.001 0.9469
ResNet-50 64 0.0001 0.9475
MobileNet 128 0.001 0.9606

Figure 26 illustrates the learning behaviour during the training phase, focusing on
loss and accuracy values from the second iteration of the k-fold cross-validation. The
observed trends indicate that the training process effectively avoided overfitting, thereby
preserving the generalization capabilities of each evaluated CNN.
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(a) AlexNet.
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(b) EfficientNet.
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(c) MobileNet.
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(d) ResNet.

Figure 26 – Evolution of accuracy and loss values for each CNN.

After training the models, AlexNet, EfficientNet, MobileNet, and ResNet-50, we ob-
tained their accuracies in Table 9. The ResNet-50 model achieved the highest accuracy
of 95.11% after the 5-fold training. These models were stored in the AIaaS Architecture
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and made available for intelligent edge applications, allowing edge devices to download
and perform predictions seamlessly at the edge.

Table 9 – AI Models classification performance.

Model Accuracy (%) Precision (%) Recall (%) F1-Score (%)

AlexNet 90.15 90.22 90.23 90.14
EfficientNet 92.50 92.74 92.51 92.48
MobileNet 91.76 91.92 91.72 91.72
ResNet-50 95.11 95.12 95.13 95.10

To demonstrate the effectiveness of the AIaaS architecture for enabling intelligence at
the edge, we not only prepared AI models for the AI Model Store but also achieved results
that surpassed the current state-of-the-art. This result enabled us to provide models for
precision agriculture for a wide range of users across various platforms. Furthermore, we
compared our top accuracy results with other studies in the literature. Table 10 presents
these comparative outcomes using the same USK-Coffee dataset in therms of accuracy.

Table 10 – Comparison with literature.

Method Accuracy (%)

Febriana et al. (2022) 81.31
Pereira Neto et al. (2023) 88.44
Islamy et al. (2023) 91.50
Our approach 95.11

We evaluate the performance of our general-purpose image classification and validate
AIaaS architecture service delivery, we designed an experimental setup involving three
distinct locations. Specifically, we tested the ability of the AI model to classify coffee
beans using the smartphone itself, as well as when the captured image was sent to a local
High Performance Computing (HPC) and when it was sent over the Internet, referred
to as remote HPC. We used a Motorola Edge 30 Pro device with Android version 14,
an octa-core 2.2GHz processor, and 12GB of RAM for the instance and execution of
the application. Additionally, both Local and Remote HPC machines have an Intel(R)
Core(TM) i5-4430 CPU @ 3.00GHz, 32GB RAM, and an NVIDIA RTX4060Ti 8GB
graphics card was used to train the AI models before publishing them to the AI Model
Store.

The prediction time and memory usage across the models implemented in the AIaaS
architecture were evaluated. This assessment aimed to gauge the efficiency and resource
consumption of each model when making inferences about edge devices. Through the
measurement of the time required for predictions and the memory footprint, valuable
insights were obtained regarding the practicality and scalability of deploying these models
in real-world situations, particularly in environments with limited resources.
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RQ3: What is the impact of deploying image classification models
on edge versus cloud platforms in terms of the prediction time?

To answer RQ3, we conducted experiments to measure the response time required
to execute specific actions by using our general-purpose image classification system.We
tested three different approaches: prediction directly on a mobile device, local HPC, and
remote HPC. Table 11 presents the estimated average times for the image classification
task using each AI model in different locations.

Table 11 – Time consumption (ms) in prediction task.

AlexNet EfficientNet MobileNet ResNet-50

Edge
Local

HPC

Remote

HPC
Edge

Local

HPC

Remote

HPC
Edge

Local

HPC

Remote

HPC
Edge

Local

HPC

Remote

HPC

Mean (ms) 110.5 424.8 1310.5 185 879.5 1417 101.1 278.6 1311.5 177.9 854.1 1334.7

Std. Deviation 28.441 5.432 35.740 24.922 14.017 108.158 19.473 11.442 164.662 27.586 12.696 126.900

As illustrated in Figure 27, for the same instance of the captured image and AI model,
our PoC application was capable of predicting coffee bean quality approximately four
times faster than the local HPC and nine times faster than the remote HPC.
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Figure 27 – Prediction time comparison.

When embedding the AI model into a mobile application, the PlayTorch tool optimizes
the model natively on mobile devices by reducing its parameters, using the same trained
model for the mobile application. This faster performance on edge devices compared
with Local HPC can be attributed to reduced latency and the absence of network delays.
Remote HPC was included for comparison, as predictions in a client-server model often
suffer from lower performance due to Internet transit overhead. These findings support
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our hypothesis that edge devices equipped with pre-trained AI models retrieved from the
AIaaS architecture can effectively handle requests in a timely manner.

RQ4: How does memory usage for image classification models differ
when deployed on edge devices compared to cloud-based environ-
ments?

By answering RQ4, our evaluation of memory usage (Figure 28) indicated that the
AlexNet model embedded in Local HPC exhibited the lowest memory usage during the
image prediction tests compared with other AI models, such as ResNet-50, which required
the highest memory usage for the same tests.
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Figure 28 – Memory usage.

For the prediction task on an edge device, we attributed the performance efficiency to
the optimization process tailored for mobile devices. We performed this optimization for
each model before deployment, significantly enhancing efficiency. In our comparisons, the
same AI model required 160MB of storage on HPC; however, after PlayTorch optimization
for the mobile device, it only required 100MB. This represents a nearly 40% reduction in
memory usage, underscoring the practical and significant impact of optimization on the
overall system performance.

RQ5: How does the edge-intelligence control framework facilitate
communication and manage the lifecycle of AI models in a dis-
tributed environment?

Our experimental results indicate that the edge-intelligence control framework effec-
tively facilitates communication and manages the lifecycle of AI models in a distributed
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environment, addressing RQ5. This framework provides a structured approach to model
deployment and management, ensuring seamless communication between edge devices
and the AI Model Store. It enables for the efficient retrieval and deployment of models
tailored to specific applications while overseeing the entire lifecycle of AI models, including
storage, versioning, and updates. This ensures that edge devices consistently access the
latest and most effective models with minimal latency. By embedding pretrained models
optimized for edge devices, the framework reduces computational overhead and enhances
prediction speed.

Following these experiments, we confirmed that the AIaaS Architecture effectively
supports intelligent image classification on edge devices and manages AI model deploy-
ment and retrieval through a Model Store. These findings demonstrate the capability of
our AIaaS Architecture to deliver AI functionalities using low-cost edge computing. In
Table 12, we summarize the RQs and findings.

Table 12 – Research questions and summary findings for experiments exploring the capa-
bilities of conventional devices and the model store.

Research Question (RQ) Finding

RQ1
How can cognitive services be ef-
ficiently retrieved and utilized by
heterogeneous edge devices with
limited computational resources?

• AIaaS architecture provides an effi-
cient framework for retrieving and uti-
lizing cognitive services.
• Enabling seamless communication
between edge devices and AI Model
Store.

RQ2
How effective is general-purpose
image classification on edge de-
vices compared to traditional
cloud-based solutions in terms of
classification performance?

• General-purpose image classification
on edge devices performs comparably
to cloud-based solutions.
• ResNet-50 achieved a high accuracy
of 95.11% on edge devices.
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Table 12: (continued).
RQ3
What is the impact of deploy-
ing image classification models on
edge versus cloud platforms in
terms of the prediction time?

• Edge-based predictions are signifi-
cantly faster.
• Edge is approximately 4× faster than
local HPC
• Edge is 9× faster than remote HPC
for the same models.
• This results demonstrates the effi-
ciency of edge computing in reducing
prediction time.

RQ4
How does memory usage for im-
age classification models differ
when deployed on edge devices
compared to cloud-based environ-
ments?

• Memory usage is lower on edge de-
vices compared to cloud-based environ-
ments.
• Edge devices required 100MB of
memory for models, whereas cloud-
based HPC required 160MB.

RQ5
How does the edge-intelligence
control framework facilitate com-
munication and manage the life-
cycle of AI models in a dis-
tributed environment?

• The edge-intelligence control frame-
work enables seamless communication
and lifecycle management of AI mod-
els.
• Ensuring that edge devices can ac-
cess the latest models with minimal la-
tency.
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Chapter 6
Service Management Evaluation

In this chapter, we evaluate the elements of our AIaaS architecture by focusing on
platform management, model training, and dataset management (Section 6.1). Our eval-
uation addresses experiments to understand the performance and scalability using FL
to assess how different AI applications are delivered to heterogeneous devices and the
effect of the AIaaS architecture on reducing operational costs compared with traditional
centralized approaches for computer vision applications.

Furthermore, we examined the model optimizer and optimization functionalities within
our AIaaS architecture (Section 6.2). This involves experimenting with optimization
techniques such as grid search, random search, Bayesian optimization, and evolutionary
strategies to fine-tune the AI model.

6.1 Evaluating the Platform, Model Training, and
Dataset Management

We present an evaluation of the platform focusing on model training processes and
dataset management strategies. The objective is to assess the platform’s ability to handle
complex machine learning workflows. This evaluation serves as an important step toward
understanding how our system supports scalable and efficient AI model development.

We assessed the platform’s performance across various metrics to ensure that it meets
the demands of both resource-intensive and lightweight applications. The insights gained
from this analysis will inform the best practices for managing datasets and training models
within our architecture, ultimately contributing to the advancement of AI capabilities in
real-world scenarios. The goal of these experiments is to address the following RQs.

❏ RQ1: How can federated training be implemented seamlessly?

❏ RQ2: How does the integration of FL into the AIaaS architecture impact the clas-
sification performance across different datasets?
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❏ RQ3: How does the integration of FL into the AIaaS architecture influence efficiency
and scalability in resource-constrained environments?

❏ RQ4: How can different AI paradigms benefit from AIaaS architecture?

6.1.1 Experiments

We programmed the experiments using Python (version 3.11), PyTorch (PASZKE et
al., 2019) and Flower FL framework (BEUTEL et al., 2020). We used the hardware
specifications listed in Table 13 to validate our AIaaS in a federated training scenario on
top of the Ubuntu 20.04 Long Term Evolution (LTE).

Table 13 – Hardware specifications.

Role CPU RAM GPU

Server and C1 Intel(R) Core(TM) i5-4430 CPU @ 3.00GHz 32 GB GeForce RTX 4060 Ti 8GB

C2 Intel(R) Core(TM) i5-4430 CPU @ 3.00GHz 16 GB GeForce GTX 1050 Ti 4 GB

We explore the training features of AIaaS, which refers to a cloud-based service model
that provides AI capabilities, including model training and deployment, without requiring
users to manage the underlying infrastructure. The training functionality within the
AIaaS architecture enables users to initiate training of AI models specifically for computer
vision tasks. We validated this feature through its application in the medical context, with
a focus on aiding the diagnosis of colorectal and breast cancers. The choice of the medical
field stems from the need for technological advancements and challenges associated with
data privacy. In this scenario, FL is particularly well-suited for examining both the
potential of this field and the capabilities of the AIaaS training pipeline.

The first evaluated dataset was biglycan (SILVA NETO et al., 2023). It consists of
photomicrographs depicting the immunohistochemical expression of biglycan (BGN) in
breast tissue from the pathological archive of the Hospital de Clínicas (HCPA) in Porto
Alegre, Brazil. The dataset included a total of 336 images, each 128 × 128 pixels in
size, and was divided into two classes: cancer (203 images) and healthy (133 images).
Figure 29 shows representative images from the Biglycan dataset for each class.

CANCER

HEALTHY

Figure 29 – Image samples from biglycan dataset.
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The second dataset used was colorectal (KATHER et al., 2016), which contains
5,000 histological images, each 150 × 150 pixels. Slides were digitized using an Ape-
rio ScanScope (Aperio/Leica Biosystems) at 20× magnification. The dataset included
histological samples of human colorectal adenocarcinomas (primary tumors) from the
pathology archive of the Institute of Pathology, University Medical Center Mannheim,
Heidelberg University, Mannheim, Germany. It featured eight different tissue classes,
with each category containing 625 images of hematoxylin and eosin (H&E) stained sam-
ples. Figure 30 shows image samples from the colorectal dataset for each class.

TUMOR

STROMA

COMPLEX
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DEBRIS

MUCOSA

ADIPOSE

EMPTY

Figure 30 – Image samples from colorectal dataset.

In this evaluation, we choose MobileNet-V2 (SANDLER et al., 2018) was chosen to
evaluate FL because of its efficiency in mobile and edge devices where computational
and memory resources are limited. Its lightweight design, featuring depth-wise separa-
ble convolutions, significantly reduces the parameters and computational load, making it
ideal for FL in resource-constrained environments. The compact and efficient architecture
ensures effective training and deployment across diverse devices within our AIaaS plat-
form, maintaining scalability and accessibility without sacrificing the model classification
performance.
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RQ1: How can federated training be implemented seamlessly?

To answer RQ1, we developed a web application using open source technologies. The
front-end services were developed using the Angular framework, whereas backend services
were implemented using Flask. Through our AIaaS GUI, we enable Internet Service
Provider (ISP) managers or users to start training jobs effortlessly through the AIaaS
architecture and streamline communication between the Edge Predictor Service and AIaaS
management platform, as illustrated in Figure 31. This approach simplifies integration
with frameworks such as Flower FL, facilitating the orchestration of distributed model
training.
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(b) Training details.

Figure 31 – Screens of proposed web application.
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Additionally, AIaaS centralized the management and monitoring of federated train-
ing through real-time dashboards and reports. These features enable administrators to
track the progress, performance, and quality of training, even when they are distributed
across multiple devices. The automated and optimized configuration provided by AIaaS
dynamically adjusts the model requirements and training processes for diverse devices,
making FL accessible and efficient within the AIaaS environment, regardless of device
capabilities.

RQ2: How does the integration of FL into the AIaaS architecture
impact the classification performance across different datasets?

To answer RQ2, we evaluated the integration of FL into AIaaS and the impact on
classification performance across biglycan and colorectal datasets. Initially, the datasets
are randomly partitioned into three subsets: 80% for training, 10% for validation, and
10% for testing. Also, we resized all images to 224 × 224 pixels. We implemented the
FL training in the AIaaS architecture with a WS of three, involving two clients (C1 and
C2) and one server. This configuration was designed to facilitate efficient model training
and aggregation in a distributed environment. In addition, the training configurations
for each dataset were defined by considering distinct parameters to optimize the model
performance based on its characteristics and requirements. We set the hyperparameters
according to Barbosa et al. (2024) and Nanni, Ghidoni e Brahnam (2020) for the biglycan
and colorectal datasets, respectively. Table 14 lists the training configurations used in the
experiment.

Table 14 – Training configurations for each dataset. The hyperparameters were defined
by Barbosa et al. (2024) and Nanni, Ghidoni e Brahnam (2020).

Dataset Epochs Batch Size Learning Rate Optimizer

Biglycan 50 32 0.0001 SGD
Colorectal 50 32 0.001 SGD

Figures 32 and 33 show the loss and accuracy values for both clients when training
the biglycan and colorectal datasets, respectively. The loss curves (in blue) indicate the
convergence behavior and stability of the model training on each client’s local dataset.
Generally, a decrease in loss over epochs indicates effective learning and model optimiza-
tion. The accuracy (in red) shows the performance of the model, reflecting how well
the local models generalize to their respective datasets. By comparing these metrics, we
can assess the consistency of the training process for different clients and evaluate the
performance of the global model.
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Figure 32 – Evolution of loss and accuracy values during training of biglycan dataset considering WS three.
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Figure 33 – Evolution of loss and accuracy values during training of colorectal dataset considering WS three.
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The classification performance obtained for each dataset is summarized in Tables 15
and 16 indicating the round, classification metrics, and training time.

Table 15 – Classification performance - biglycan dataset.

Round Accuracy (%) Precision (%) Recall (%) F1-Score (%) Training Time

1 61.76 58.83 56.91 56.33 7.33 s
2 100 100 100 100 84.75 s
3 97.06 96.56 97.56 96.97 149.97 s

Server 100 100 100 100 217.61 s

Table 16 – Classification performance - colorectal dataset.

Round Accuracy (%) Precision (%) Recall (%) F1-Score (%) Training Time

1 11.90 98.30 11.90 74.70 33.71 s
2 94.70 94.84 94.70 94.74 1035.66 s
3 95.30 95.51 95.30 95.34 2056.50 s

Server 96.40 96.44 96.40 96.38 3075.65 s

The results obtained for each evaluated dataset demonstrate consistent improvements
across the rounds, indicating the model’s ability to learn and generalize effectively with
each FL round. The server achieves a high classification performance because it aggregates
the knowledge from multiple distributed nodes, and these nodes send their updated model
weights back to the server, where they are combined to form a global model. This process
leverages the data across nodes, helping the server model to learn more effectively and
improve its performance. Thus, the server performance, as shown in the results, tends to
be strong, often outperforming individual nodes.

RQ3: How does the integration of FL into the AIaaS architecture
influence efficiency and scalability in resource-constrained environ-
ments?

Initially, we conducted experiments using the Biglycan dataset, which is relatively
small, with a fixed WS of three. This choice was made to establish the baseline perfor-
mance and resource utilization profile. We then applied the same WS of three to the
colorectal dataset to maintain consistency in our initial evaluations.

We analyzed the impact of edge resources CPU and GPU on handling the AIaaS
training job triggered by C1 and C2 and the server for both Biglycan (Fig. 34(a)), and
Colorectal cancer (Figure 34(b)) datasets. The charts (Figure 34) highlights the beginning
of each round and the results of the initial and final tests. We observed that the CPU and
GPU loads increased at the start of each round, reflecting the computational overhead,
and decreased at the end of each round, indicating the task completion. This pattern was
consistent across both datasets, highlighting the resource demands during the distributed
training and testing.
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� ��� ���� ���� ���� ���� ����

��

��

������

�
��
��
��
��
���

�
��
��
��
��
���

�
��
��
��
��
���

����
����

��
�����	���������

�
��

��
�	
�

��
�
�

���
��	��� ��
��	���

��
��
�������

��
��
�������

��
��
�������

�

��

��

��

�

��

��

��

�

��

��

��

��
��

��
�	
�

��
�
�

(b) Colorectal.

Figure 34 – CPU and GPU usage considering WS = 3 for each dataset evaluated.
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Following these initial evaluations, we hypothesized that varying WS might yield dif-
ferent results, particularly in terms of classification performance and resource efficiency.
Given that the biglycan dataset is smaller, it serves as an ideal candidate for this ex-
ploratory analysis. We increased WS from five and nine to observe any potential im-
provements in classification accuracy or changes in computational cost. Figure 35 shows
the CPU and GPU consumption considering WS values of five and nine.
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(b) WS = 9.

Figure 35 – CPU and GPU usage considering Biglycan dataset considering different WSs.
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The results demonstrate that, while we set an increasing WS parameter in the AIaaS
GUI, this influenced CPU and GPU resource consumption and classification performance,
as summarized in Table 17. This important finding guided our decision to maintain a WS
of three for the colorectal dataset because increasing it would have resulted in unnecessary
computational overhead without enhancing the model classification.

Table 17 – Classification performance considering different WS and biglycan dataset.
WS Round Accuracy (%) Precision (%) Recall (%) F1-Score Training Time

3

1 61.76 58.83 59.91 56.33 7.33 s
2 100 100 100 100 84.75 s
3 97.06 96.56 97.56 96.97 149.97 s

Server 100 100 100 100 217.61 s

5

1 61.76 58.83 56.91 56.33 7.73 s
2 88.24 88.89 86.45 87.35 354.49 s
3 95.59 95.70 95.08 95.37 710.37 s

Server 98.22 98.78 98.48 98.53 1064.2 s

9

1 48.53 43.13 44.04 43.10 8.42 s
2 82.35 83.28 79.68 80.68 358.45 s
3 92.65 92.59 92.01 92.28 1262.5 s

Server 94.12 94.51 93.23 93.78 2161.71 s

By answering RQ3, our findings suggest that the integration of FL into the AIaaS
architecture enhances both the efficiency and scalability in resource-constrained envi-
ronments. By leveraging FL, the AIaaS architecture enables distributed model training
directly on edge devices, thereby mitigating the need for extensive data transfer to central-
ized servers. This distributed approach optimizes the use of local computational resources
and reduces the associated overhead on central infrastructure. Additionally, the AIaaS
architecture balances computational efficiency with model performance, making it well
suited for deployment in diverse and resource-limited environments without unnecessary
escalating resource consumption.

RQ4: How can different AI paradigms benefit from AIaaS architec-
ture?

Our experimental results indicate that the AIaaS architecture enables an effortless
way for an ISP manager or user to handle AI models the life-cycle, manages diverse
datasets, and employing various training strategies, leading to an improved classification
performance and addressing RQ4. This scalability ensures advanced computer vision
capabilities in resource-constrained environments without sacrificing the performance.
Additionally, AIaaS enables cloud-based training and updates by leveraging resources
beyond local device capabilities. Our implementation of FL within AIaaS proved effective
in enhancing model performance while maintaining data privacy, optimizing training, and
reducing local resource overhead.

As illustrated in Figure 36 particularly the relationship between the main core modules
in the proposed architecture. On the left side, we can see that a user can require a training
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job in the AIaaS architecture. On the right side of the figure, the AIaaS architecture
commissions computing resources for a distributed training scenario, which triggers a
training job for clients passing a formatted specification containing many AI parameters
such as the learning rate, epochs, round, and dataset directory.

Architecture 
Manager/Client

Architecture 
Manager/Client

AIaaS 
Platform

AIaaS 
Platform

Resources 
Pool

Resources 
Pool

Edge 
Facilities

Edge 
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<Start Train Job>

<Booking Resources>
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Resouces Mapping Async

Alocate Request

Check Availability

Compute Resources Allocation Notify
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Trained Model Notify: Integration to the Models Store

Edge DeviceEdge Device

Subscribe AI Model

Model Embedding on Device

Manage Datasets
Start Training Jobs
Start Optimization Jobs
Many others

Client #1 Client #2

Features

AIaaSAIaaS
Federated 

Learning Spec

Federated Learning Framework

Figure 36 – AIaaS triggering different learning jobs.

Furthermore, AIaaS enables cloud-based training and updating of computer vision
models by leveraging computational resources that are unavailable on local devices. Our
implementation of FL within the AIaaS architecture demonstrated its effectiveness in
enhancing model performance. The FL approach enables for continuous model improve-
ments while maintaining data privacy, as shown by the management of model updates
and resource utilization in our experiments. This capability highlights the advantage of
AIaaS in optimizing model training and updates, while minimizing the overhead on local
resources.

We compared our best results obtained with FL with other state-of-the-art methods in
the literature for the same Biglycan and Colorectal datasets. As shown in Table 18, while
we measured the resource consumption demanded by the AIaaS training job, the best
score of the AI model, in which training clients uploaded to the Model Store, was either
superior or very close to the best state-of-the-art techniques reported in the literature.

Table 18 – Comparison with literature.

Dataset Work Training
Environment

Edge Device
Training

Privacy Accuracy (%)

Biglycan
Silva Neto et al. (2023) Centralized ○␣ ○␣ 93
Barbosa et al. (2024) Centralized ○␣ ○␣ 97.06
Ma’touq e Alnuman (2024) Centralized ○␣ ○␣ 97.62
Our Approach Federated ○ ○ 100

Colorectal

Kather et al. (2016) Centralized ○␣ ○␣ 87.40
Nanni, Ghidoni e Brahnam (2020) Centralized ○␣ ○␣ 97.60
Paladini et al. (2021) Centralized ○␣ ○␣ 96.16
Dif et al. (2021) Centralized ○␣ ○␣ 92.62
Ghosh et al. (2021) Centralized ○␣ ○␣ 92.83
Arthi et al. (2022) Federated ○␣ ○ 96
Our Approach Federated ○ ○ 96.40
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Based on these experiments, we confirmed that the AIaaS architecture provides a scal-
able framework for deploying and managing advanced AI models in different deployment
setups. Our results demonstrate the capability of the architecture to enhance classifi-
cation performance, optimize resource utilization, and maintain efficient operation even
in resource-constrained settings. Additionally, FL integrated into the AIaaS architecture
facilitates distributed model training and updates, which improves both model accuracy
and operational efficiency while minimizing data transfer and maintaining privacy. These
findings demonstrate the capability of our AIaaS architecture to address the challenges
associated with deploying computer-vision applications. In Table 19, we summarize the
RQs and findings.

Table 19 – Research questions and summary findings for experiments evaluating the plat-
form, model training, and dataset management.

Research Question (RQ) Finding

RQ1
How can federated training be im-
plemented seamlessly?

• AIaaS architecture provides an effi-
cient framework for retrieving and uti-
lizing cognitive services.
• Enabling seamless communication
between edge devices and AI Model
Store.

RQ2 How does the integration of
FL into the AIaaS architecture
impact the classification perfor-
mance across different datasets?

• Improving each classification per-
formance metric throughout the FL
rounds.
• Allowing an effective distributed
model training, leveraging data from
multiple nodes to enhance the global
model’s performance.
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Table 19: (continued).
RQ3
How does the integration of FL
into the AIaaS architecture in-
fluence efficiency and scalability
in resource-constrained environ-
ments?

• Enabling distributed model training
directly on edge devices.
• Optimizing local computational re-
sources, and reducing overhead on cen-
tral infrastructure, as demonstrated by
the efficient management of CPU and
GPU usage.

RQ4
How can different AI paradigms
benefit from AIaaS architecture?

• This provides a flexible and scalable
environment that supports various AI
paradigms.
• Enables efficient deployment and
management of models across hetero-
geneous devices while balancing com-
putational efficiency with model perfor-
mance.

6.2 Evaluating the Model Optimizer and Model Val-
idation

In this section, we present the results of our research obtained from the experiments
to investigate the model optimizer and model optimization functionalities of our AIaaS
architecture. This features enables the architecture administrator or model subscriber to
fine-tune models using well-established approaches, such as grid search, random search,
Bayesian optimization, and evolutionary strategies (BISCHL et al., 2023). By leveraging
these optimization techniques, the architecture can effectively adapt and optimize AI
models to suit specific tasks and applications.

Specifically, we propose a hybrid model using a GA (HOLLAND, 1992) and Residual
CNN (HE et al., 2016a) to predict leukemia using microscopic images available in ALL-
IDB2 dataset. We chose to focus on Acute Lymphoblastic Leukemia (ALL) because of its
clinical significance and its impact on public health. ALL is the most common cancer in
children, and despite advancements in treatment, diagnostic challenges persist (FORCE;
AL., 2019) (SCHWALBE; WAHL, 2020).

Prior works focused on applying AI techniques to support ALL diagnosis based on
image. For instance, several studies have been proposed for classifying ALL in mi-



Chapter 6. Service Management Evaluation 101

croscopy images with hand-crafted feature extraction (i.e., using a non-automated user-
based process) (SCOTTI, 2005; SINGHAL; SINGH, 2016; RODRIGUES et al., 2016; DE
FARIA; RODRIGUES; MARI, 2018). In addition, others approaches proposed evolu-
tionary strategies to optimize conventional classifiers (SAHLOL et al., 2017; SAHLOL;
ABDELDAIM; HASSANIEN, 2019; SAHLOL; KOLLMANNSBERGER; EWEES, 2020).

Although most of the previous works achieve an accuracy rate above 90%, they depend
on the use of a proper segmentation process and handcrafted feature extraction. To
overcome this limitation, strategies based on deep learning, specifically CNN, have been
proposed to classify ALL in microscopy images and produce better results than all classical
techniques (VOGADO et al., 2018; DAS; MEHER, 2021; CLARO et al., 2022).

Automatic feature extraction is the main strength of previous studies based on deep
learning. However, these studies do not investigate the appropriate choice of training-
relevant hyperparameters or propose a mechanism such as our AIaaS, which can signifi-
cantly impact the classification performance. Thus, to overcome this gap, we proposed an
approach based on GA to identify the optimal hyperparameters in a broad search space
that considers a uniform distribution, data augmentation strategy, and training based on
fine-tuning. Also, our method does not need the segmentation process, it is more robust
to the intensity variations in the images, and it is also suitable to deal with the lack of
training data for approaches based on deep learning.

The goal of these experiments was to answer the following Research Questions (RQ).

❏ RQ1: What are the best values of hyperparameters (dropout, learning rate and
momentum coefficient), which bring the highest classification performance?

❏ RQ2: How much does the hyperparameter optimization increase the performance
of ResNet-50 V2, considering fine-tuning approach?

❏ RQ3: Considering metrics derived from confusion matrix, what is the most suitable
approach for leukocytes image classification: training without GA or with GA?

❏ RQ4: In terms of consumed time for training and the classification performance,
considering GA, random search, and Bayesian optimal parameter finding methods,
which one is the best approach?

We aimed to assess the performance of a deep residual CNN architecture for classifying
ALL in microscopy images. Specifically, we aim to identify the optimal hyperparameter
combination that enhances classification performance. Figure. 37 illustrates the general
scheme of the proposed approach and outlines the steps involved in the evaluation process.
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Figure 37 – Proposed method to evaluate the Models Optimizer of AIaaS.

6.2.1 Proposed Genetic Algorithm

GA is an evolutionary algorithm inspired by natural biological evolution. It consists
of a population with n individuals and employs bio-inspired operations like selection,
crossover, and mutation (HOLLAND, 1992). GA is well-suited for combinatorial opti-
mization problems and has been shown to outperform other algorithms like Simulated An-
nealing and Tabu Search in terms of solution quality (YOUSSEF; SAIT; ADICHE, 2001).
We chose GA over other heuristic algorithms for hyperparameter CNN evolution because
GA can incorporate domain-specific knowledge in all optimization phases (YOUSSEF;
SAIT; ADICHE, 2001), which is essential for hyperparameter combination in deep learn-
ing.

The conventional GA includes three main steps, as shown in Algorithm 1 and explained
in the next subsections. Initially, n chromosomes are randomly generated according to
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the specific encoding method. Then, new offspring are continuously generated from the
existing population and combined with the older generation to form a new generation.
Finally, there is a population evolution process in which all individuals enter an iterative
competition generating a new population composed of the survivors generated from the
crossover of survivors and mutation operation.

Algorithm 1 GA Framework for Hyperparameter Optimization
1: Input: the image dataset D, size of population p, the number of survival individuals

per evolution generation k, the number of evolutionary generations G, and the feasible
hyperparameter space H.

2: Encoding: the gene includes three elements: dropout rate (d), learning rate (l), and
momentum coefficient (µ).

3: Population initialization: n chromosomes are randomly selected from feasible so-
lution space and the fitness fi and evolutionary probability pi values (i = 1, . . . , n) of
individuals are evaluated.

4: for g = 1, . . . , G do
5: Selection: linear ranking and tournament (t = 2).
6: Crossover: two individuals are selected according to fitness value.
7: Mutation: applying mutation operator.
8: end for
9: Output: In Gth generation, the individual with the largest fitness is the optimal

solution in the hyperparameter space H.

6.2.1.1 Population Initialization

Initialization is the process of randomly selecting candidate solutions in the search
space. In this study, we defined the search space size as an input from the hyperparameter
set. Also, we use a uniform distribution to ensure the random distribution of candidates
in the search space. There is a particular interval for all hyperparameters in which the
gene can assume values within the defined range, limiting the search space of the GA.

During population initialization, hyperparameters are defined, and a random value
is chosen within the pre-defined interval to encode the chromosome. We must include
the information of dropout, learning rate, and momentum coefficient for the chromosome
encoding in an array. Each chromosome is composed of three genes, and each gene encodes
a real value for its respective hyperparameter. The structure of the chromosome is shown
in Figure 38.

Droupout Learning Rate Momentum

0.4047 0.0012 0.8058

Figure 38 – Chromosome representation for hyperparameter optimization.
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6.2.1.2 Selection

The selection is based on fitness, i.e., the fittest individual is selected to participate
in the reproduction process. In this operator, the current generation members with the
highest fitness values are the most likely to generate the next population. In this study,
we applied linear ranking with tournament selection:

❏ Linear Ranking: It is based on the classification of individuals according to fitness,
being the probability of selecting an individual depends solely on fitness. For this,
the worst individual gets a rating of 1; the second-worst individual gets a rating
of 2. This idea repeats successively until the best individual receives a rating of n

(corresponding to the number of chromosomes in the population). Thus, based on
their rating (ranki), each individual i has the probability Pi to be selected from a
population of n individuals, as defined in Equation 8 (KUMAR et al., 2012).

Pi = ranki

n × (n − 1) (8)

❏ Tournament: The tournament selection (MILLER; GOLDBERG, 1996) aims to
select a set of k individuals randomly, which will be sorted according to their relative
fitness. Afterward, the fittest individual is chosen for reproduction. This process
is repeated several times for the entire population, and the probability Pi of each
individual being selected is expressed in Equation 9.

Pi =

⎧⎪⎨⎪⎩
Ck−1

n−1, if i ∈ [1, n − k − 1],

0, if i ∈ [n − k, 1].
(9)

Figure 39 shows the selection method based on linear ranking and tournament applied
in this study. We applied the linear ranking to select half of the best chromosomes, sorting
the highest accuracy and lowest loss at the top of the population. Then, the selection
with a tournament (t = 2) is performed considering the best-ranked chromosomes.
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Figure 39 – Selection based on linear ranking and tournament.

6.2.1.3 Crossover and Mutation

The crossover operator is used to generate new individuals by recombining the genes of
parent chromosomes. In this study, we used a single-point crossover. For each iteration in
the GA process, one point was randomly selected. For example, as illustrated in Figure 40,
to generate a “child 1”, the random crossover point is index 1. Thus, index 0 and 1 from
“parent 1” will be selected as head, and index 2 from “parent 2” will be chosen as tail.
After, a similar process occurs to generate a “child 2”.

Also, we applied the mutation operator with a rate of 30%, which is initiated after
the crossover process by randomly modifying one bit of an individual’s chromosome to
generate a child.

Dropout Learning Rate Momentum

0.2 0.001 0.9

Crossover Point 
Randomly defined

Dropout Learning Rate Momentum

0.5 0.005 0.5

Parent 1 Parent 2

Dropout Learning Rate Momentum

0.5 0.005 0.9

Child 2

Dropout Momentum

0.2 0.001 0.5

Child 1

Learning Rate

Figure 40 – Example of single-point crossover.
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6.2.1.4 Fitness Evaluation

We considered the objective function as the loss-function defined by L(W ). Equa-
tion 10 show that L(W ) is computed over a set of training samples Xj considering the
tuned weights W , parameters f(xj), and the known classes yj, where j represents the
classes lymphocytes immature and healthy.

L(W ) = 1
n

N∑︂
j=1

ℓ(yj, f(xj; W )) (10)

In this way, to minimize L(W ), we applied the SGD (LECUN et al., 1998) optimiza-
tion algorithm with hyperparameters (dropout, learning rate, and momentum) optimized
through GA. Consequently, when we minimize the loss-function, the accuracy (Equa-
tion 11) is maximized.

Accuracy = TP + TN

TP + TN + FP + FN
(11)

6.2.1.5 Image Dataset and CNN Architecture

The ALL-IDB2 dataset1, is composed of 260 images categorized into healthy (130 im-
ages) and immature (130 images) classes. The images were obtained from the Department
of Information Technology, Universitá degli Studi di Milano (LABATI; PIURI; SCOTTI,
2011) and are in JPG format with a 24-bit color depth and a size of 2592 × 1944 pixels.
Figure 41 shows some images from the dataset for both classes, healthy and immature.

Figure 41 – Image instances from the ALL-IDB2 dataset showing healthy (top) and im-
mature (bottom) lymphocytes.

This experiment focused on evaluating the performance of ResNet-50 V2 (HE et al.,
2016b), an upgraded version of ResNet-50 (HE et al., 2016a), which performed well in
the ILSVRC 2015 challenge. The improvement comes from using a pre-activation vari-
ant of the residual block, enabling gradients to flow more effectively through shortcut
connections to earlier layers. The convolutional block (Figure 42b) comprises batch nor-
malization, ReLU activation, and convolution with a kernel of size k.
1 Available in: <https://homes.di.unimi.it/scotti/all/>

https://homes.di.unimi.it/scotti/all/
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Figure 42 – (a) Residual Block. (b) Detail of a convolutional block inside the Residual
Block.

We adapted the size of the images of ALL-IDB dataset for the input of ResNet-50
V2, resizing the images to 224 × 224 pixels using bilinear interpolation. We arranged the
dataset into training and test sets: 80% for training (further split into 80% for training and
20% for internal validation using a stratified 5-fold cross-validation method (DEVIJVER;
KITTLER, 1982)) and 20% for testing (external validation). We applied 5-fold internal
cross-validation to all experiments and reported the results on an external test set.

Neural networks, such as ResNet, generally require a large amount of data during
training to avoid overfitting. Given the reduced number of images in the dataset, we
used data augmentation and transfer learning techniques to improve the network train-
ing (TAJBAKHSH et al., 2016; CLARO et al., 2020). Data augmentation enables an
artificial increase in the training set by generating new samples of a given image under
different variations without introducing labeling costs (KRIZHEVSKY; SUTSKEVER;
HINTON, 2012). In our case study, we performed data augmentation using only vertical
and horizontal flips.

Additionally, we applied transfer learning, that is, we used pre-trained 2012 ImageNet
weights to initialize the network (DENG et al., 2009). This strategy enables the use of
low-level features learned from larger datasets, which are better than those learned using a
network trained from scratch in a smaller dataset. For comparison, the ImageNet dataset
contains approximately 1.2 million images divided into 1000 classes. In this sequence,
we used our small dataset to fine-tune the network weights to our problem, that is, we
initialized all convolutional layers with weights from the pre-trained model, and fine-
tuning was performed only in the deeper layers (PONTI et al., 2017). Finally. we report
our results in terms of average accuracy, precision, recall, and F1-score.
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6.2.2 Experiments

The experiments were conducted using the Google Colaboratory cloud service with
a machine Intel(R) Xeon(R) 2.20GHz processor, 12 GB RAM, and a GPU NVIDIA
Tesla T4. The experiments were programmed using Python (version 3.6) and Keras
2.0 (CHOLLET et al., 2015) deep learning framework. The hyperparameter optimization
algorithms random search and Bayesian optimization were drawn from the KerasTuner
library (O’MALLEY et al., 2019), version 1.1.0.

Below we describe each experiment carried out to answer the four research questions
raised in this case study.

RQ1: What are the best values of hyperparameters (dropout, learn-
ing rate and momentum coefficient), which bring the highest classi-
fication performance?

To answer RQ1, we first evaluated the impact of training without hyperparameter op-
timization in order to understand the classification performance when default parameters
were used. We trained the CNN SGD optimizer with a learning rate of 0.01, momentum
of 1.0, batch size of eight, and 100 epochs. The values of the learning rate and momentum
were defined according to the literature (PONTI et al., 2017).

The results obtained for the test set are presented in Table 20 and demonstrate that
using the default values generates poor results, indicating that these hyperparameters
need to be well adjusted for the CNN to achieve a good performance. Figure 43 shows
the behavior of the accuracy and loss during the training phase (considering the fifth
iteration of the k-fold), which generates noise values that result in underfitting.

Table 20 – Classification results considering training without GA using the test set.

Accuracy (%) Precision (%) Recall (%) F1-Score (%)
50.00 25.00 50.00 33.00
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Figure 43 – Evolution of accuracy and loss values considering the training and validation
set.
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Drawing from the repercussions of the absence of hyperparameter optimization, we
conducted experiments aimed at showing the impact of hyperparameter tuning of the
ResNet-50 V2 deep CNN. Our approach involved the utilization of GA to optimize
nuanced parameters, such as the dropout rate, learning rate, and momentum coefficient
within the pre-trained ResNet-50 V2 architecture.

The hyperparameter optimization procedure for each cross-validation fold required
approximately 78 minutes to run. The GA configuration encompassed a mutation rate
of 30%, a population size of ten individuals, and five generations. For each genera-
tional iteration, CNN was trained over 20 epochs. Although a higher population size and
an increased maximum generation count typically yield enhanced performance, such an
approach requires substantial time and computational resources. To overcome this limi-
tation, we applied the same setting adopted by (KILICARSLAN; CELIK; SAHIN, 2021)
to optimize a deep CNN using GA.

Table 21 presents the hyperparameter space search results evaluated in this study. We
searched all hyperparameters by considering a uniform distribution. In addition, Table 22
presents the best values for each hyperparameter returned by the GA for answering RQ1.

Table 21 – Hyperparameter search space used for optimization.

Hyperparameter Value
Dropout x ∈ [0.0, 0.5]
Learning Rate x ∈ [0.005, 0.01]
Momentum x ∈ [0.0, 1.0]

Table 22 – Hyperparameter optimized with GA.

Hyperparameter
Fold Dropout Learning Rate Momentum

1 0.01326 0.00179 0.15547
2 0.01489 0.00187 0.15547
3 0.01326 0.00187 0.15547
4 0.01489 0.00187 0.09274
5 0.01326 0.00179 0.15547

RQ2: How much does the hyperparameter optimization increase the
performance of ResNet-50 V2, considering fine-tuning approach?

To answer RQ2, we analyzed the results obtained for each hyperparameter setting
(HS) obtained from 5-fold internal cross-validation. In addition, we trained ResNet-
50 V2 using the optimized hyperparameters obtained by the GA with 100 epochs. As
shown in Table 23, GA hyperparameter optimization significantly improves the classi-
fication performance. Hence, in response to research question RQ2, we observed that
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the optimization yielded a substantial accuracy improvement of 48.46 percentage points,
increasing the accuracy level from 50.00% to 98.46%.

Table 23 – Classification results considering training with five different hyperparameters
setting from Table 22 applied on the test set.

HS Accuracy (%) Precision (%) Recall (%) F1-Score (%)

1 100.00 100.00 100.00 100.00
2 98.08 98.15 98.08 98.08
3 96.15 96.43 96.15 96.15
4 100.00 100.00 100.00 100.00
5 98.08 98.15 98.08 98.08

Average 98.46 ± 0.01 98.55 ± 0.01 98.46 ± 0.01 98.46 ± 0.01

RQ3: Considering metrics derived from confusion matrix, what is
the most suitable approach for leukocytes image classification: train-
ing without GA or with GA?

By answering RQ3, our results demonstrate that training with GA is the most suitable
approach for leukocyte image classification, significantly improving classification perfor-
mance. To assess the learning behavior during the training phase, Figure 44 shows the
variations in the loss and accuracy metrics for the second iteration of the k-fold procedure.
It is noteworthy to highlight the diminished loss function values. This trend indicates that
the training process avoided overfitting the data, thereby preserving the capacity of the
deep residual CNN for generalization.
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Figure 44 – Evolution of accuracy and loss values considering the training and validation
set and GA hyperparameter optimization.

Furthermore, Table 24 presents the confusion matrix for ResNet-50 V2 optimized by
GA. It can be seen that our approach correctly classified 97.69% of leukemia images and
did not require preprocessing or segmentation processes (commonly used in state-of-the-
art techniques).
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Table 24 – Confusion matrix for ResNet-50 V2 optimized with GA averaged over the five
hyperparameters.

Healthy Leukemia
Healthy 99.23% 0.77%
Leukemia 2.31% 97.69%

Our results demonstrates that defining optimal hyperparameters manually requires
considerable domain expertise, and manual preconfigurations limit the feasible solution
space to miss out on the better set of hyperparameters. It is a relief that the GA can auto-
matically search for the optimal solution in a large space without a manual setting. Thus,
automatic selection by GA reduces the domain expertise requirements in deep learning
for researchers and helps some non-expert researchers to define the best hyperparameters
as a module of our AIaaS architecture to obtain high-performance classifiers.

RQ4: In terms of consumed time for training and the classification
performance, considering GA, random search, and Bayesian optimal
parameter finding methods, which one is the best approach?

To answer RQ4, we evaluated the impact of optimization using random search and
Bayesian optimization approaches to compare their performances. These approaches were
chosen because they are widely used in CNN hyperparameter optimization (MOREIRA
et al., 2020; NISHIO et al., 2020; SALEEM; POTGIETER; ARIF, 2020; DA SILVA;
RODRIGUES; MARI, 2020; DA ROCHA; RODRIGUES; MARI, 2020; HIZUKURI et
al., 2021; KAUR; AGGARWAL; RANI, 2021).

For a fair comparison, we considered the same search space evaluated in the GA hy-
perparameter optimization (see Table 21). The relevant hyperparameters configurations
derived from random search and Bayesian optimization for each fold are documented in
Tables 25 and 26 respectively.

Table 25 – Hyperparameter optimized with random search.

Hyperparameter
Fold Dropout Learning Rate Momentum

1 0.31971 0.00519 0.40853
2 0.31971 0.00519 0.40853
3 0.31971 0.00519 0.40853
4 0.27407 0.00533 0.49753
5 0.31971 0.00519 0.40853
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Table 26 – Hyperparameter optimized with Bayesian optimization.

Hyperparameter
Fold Dropout Learning Rate Momentum

1 0.0 0.005 0.0
2 0.00624 0.005 0.0
3 0.00610 0.005 0.0
4 0.86178 0.00944 0.35184
5 0.5 0.005 0.0

We observed that the values returned by the Bayesian optimization exhibited a more
comprehensive exploration of the search space, discerning various potential optimal solu-
tions. Given the optimized hyperparameters obtained by the random search and Bayesian
optimization, we trained ResNet-50 V2 with 100 epochs. As shown in Table 27, random
search optimization achieved an accuracy of 62.31%.

However, this result is only better than the classification without hyperparameter
optimization. In contrast, Bayesian optimization performed better than random search
obtained an accuracy of 80.39% as shown in Table 28. Furthermore, when considering
the results obtained in hyperparameter settings 2 and 3, we observed that the accuracy
is very close to the results obtained with GA.

Table 27 – Classification results on the test set considering training with five different
hyperparameters setting obtained from random search.

HS Accuracy (%) Precision (%) Recall (%) F1-Score (%)

1 71.15 71.44 71.15 71.06
2 51.92 75.49 51.92 37.47
3 50.00 25.00 50.00 33.00
4 71.15 71.97 71.15 70.88
5 67.31 80.23 67.31 63.40

Average 62.31 ± 0.10 64.83 ± 0.22 62.31 ± 0.10 55.16 ± 0.18

Table 28 – Classification results on the test set considering training with five different
hyperparameters setting obtained from Bayesian optimization.

HS Accuracy (%) Precision (%) Recall (%) F1-Score (%)

1 92.31 92.56 92.31 92.30
2 98.08 98.15 98.08 98.08
3 98.08 98.15 98.08 98.08
4 57.69 68.84 57.69 50.35
5 55.77 76.53 55.77 45.01

Average 80.39 ± 0.21 86.85 ± 0.13 80.39 ± 0.21 76.76 ± 0.26

Finally, as shown in the Table 29, we compared the the hyperparameter optimization
methods in terms of classification performance metrics and optimization time.We observed
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that the GA improved leukemia image classification significantly, although it requires
more time to perform the optimization. This result demonstrates that the random search
and Bayesian optimization approaches do not explore the search space distribution as
well as the GA. Simultaneously, the GA can incorporate domain-specific knowledge in
all optimization phases, guaranteeing gains in all classification performance metrics. In
addition, once GA obtains the best hyperparameters, the training time becomes similar
to that of training with a manual configuration, which requires approximately 10 minutes.

Table 29 – Average classification and optimization time for each optimization method.

Method Accuracy (%) Precision (%) Recall (%) F1-Score (%) Optimization Time

Random Search 62.31 64.83 62.31 55.16 22min 10s

Bayesian 80.39 86.85 80.39 76.76 22min 36s

GA 98.46 98.55 98.46 98.46 78min 45s

We also compared our best result obtained with GA hyperparameter optimization
with other state-of-the-art methods in the literature for the same ALL-IDB2 dataset. As
shown in Table 30 our best score is higher than that of the best state-of-the-art technique
reported in the literature.

Table 30 – Comparison with literature.

Method Accuracy (%)

Rodrigues et al. (2016) 85.00
Singhal e Singh (2016) 93.84
Sahlol et al. (2017) 91.80
Sus e Oliveira (2017) 94.60
de Faria, Rodrigues e Mari (2018) 97.22
Sahlol, Abdeldaim e Hassanien (2019) 95.23
Sahlol, Kollmannsberger e Ewees (2020) 96.11
Das e Meher (2021) 97.18
Our proposal 98.46

The results obtained with this case study showcases the potential of AIaaS for medical
image analysis, using ALL classification as a proof of concept for the optimization mod-
ule within the AIaaS architecture. By employing ResNet-50 V2 and GA optimization, we
achieved a remarkable accuracy of 98.46%, surpassing existing benchmarks. We estab-
lished that hyperparameter tuning based on GA significantly enhances CNN performance
compared to non-optimized and alternative optimization techniques, shedding light on
optimal parameter configurations and their impact.

In addition, the integration of hyperparameter optimization and transfer learning
techniques not only improved the classification performance but also paved the way for
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the utility of AIaaS in streamlining medical diagnosis using advanced machine learning
methodologies. In Table 31, we summarize all Research Questions (RQs) and findings.

Table 31 – Research questions and summary findings for experiments evaluating the
model optimizer and model validation.

Research Question (RQ) Finding

RQ1
What are the best values of hy-
perparameters (dropout, learning
rate and momentum coefficient),
which bring the highest classifica-
tion performance?

• Values presented in Table 22.

RQ2
How much does the hyperparame-
ter optimization increase the per-
formance of ResNet-50 V2, con-
sidering fine-tuning approach?

• Improvement from 50% to 98.46%.

RQ3
Considering metrics derived from
confusion matrix, what is the
most suitable approach for leuko-
cytes image classification: train-
ing without GA or with GA?

• Training with GA.

RQ4
In terms of consumed time for
training and the classification
performance, considering GA,
random search, and Bayesian op-
timal parameter finding methods,
which one is the best approach?

• GA.

Our findings are in line with the aim of the AIaaS Architecture, which is to pro-
vide users and applications with easily accessible intelligent solutions and resources. By
incorporating hyperparameter optimization, users can take advantage of efficient AIaaS
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facilities and create high-performing classifiers without needing extensive manual config-
uration or specialized knowledge.
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Chapter 7
Conclusion

This chapter summarizes the findings of this thesis and highlights its contributions to
the state-of-the-art. Our approach shares the common goals of streamlining and automat-
ing the lifecycle of AI models, but we achieve these objectives from different perspectives.
Whereas Machine learning operations (MLOps) are a set of practices that aim to ensure
that ML models can be reliably updated, versioned, and maintained in production, our
AIaaS focuses on providing a cloud-based service model where users can access and de-
ploy AI capabilities, such as model training, inference, and updates, without managing
the underlying infrastructure. It abstracts the complexity of AI deployment, making it
accessible to users with varying expertise levels, and emphasizes scalability, resource effi-
ciency, and ease of use for deploying AI applications across diverse environments, such as
edge devices.

The rapid growth of AI applications across various aspects of daily life highlights its
transformative potential. With global investments in AI projected, the need for efficient
deployment and delivery mechanisms for AI services has become more pressing. However,
current manual and context-specific approaches to deploying AI services are limited in
scalability and personalization. This challenge has led to the proposed of AIaaS Archi-
tecture, which offers on-demand AI-based solutions to users and applications.

Although AI applications can benefit from Automated Machine Learning (AutoML),
this approach focuses specifically on automating the development of ML models by sim-
plifying tasks such as feature selection, model selection, hyperparameter tuning, and
validation. This reduces the need for manual intervention in the model building process.
However, the AIaaS architecture goes further by offering a complete service framework
that also supports the integration of AutoML, enabling seamless deployment, scalability,
and management of AI models across various platforms and devices.

The main goal of this research is to explore and confirm the viability of providing AI
capabilities through the AIaaS Architecture, particularly in the field of Computer Vision.
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We prepared a literature review of previous studies that have moved towards providing
AIaaS. We have highlighted significant advances in AIaaS Architecture concerning its
peers. After recognizing that the state of the art has gaps, we evaluated the suitability of
AIaaS Architecture to support computer vision applications. This thesis introduces and
validates the AIaaS Architecture, showing its potential for Computer Vision applications.
Our hypothesis and its implications are corroborated by the experiments reported and
discussed in this thesis.

Initially, the Edge Predictor Service Evaluation demonstrated the AIaaS capa-
bilities to deliver predictive services on edge devices, focusing on metrics such as response
time, energy consumption, and prediction classification performance. The experimental
results demonstrated the successful integration of AI models into low-cost devices, making
this technology accessible in resource-limited regions.

The architecture enables state-of-the-art AI solutions, enhancing the diagnostic accu-
racy for critical diseases, such as cancer and COVID-19. Moreover, the AI Model Store
opens new opportunities for monetizing specialized models, fostering a new generation of
AI applications. Additionally, we carried out edge intelligence using the AIaaS architec-
ture to empower last-mile clients to retrieve cognitive services from the AI Model Store.
In addition, we found that embedding pretrained CNNs in our edge device through cogni-
tive service acquisition on the AI Model Store leads to predictions with low computational
overhead and latency compared to HPC.

The Service Management Evaluation demonstrates how the AIaaS architecture
efficiently manages the entire lifecycle of AI models, including training, validation, testing,
and fine-tuning. We functionally explored and evaluated the suitability of the AIaaS
architecture to enable both ISP managers and users to effortlessly initiate AI training
jobs. In the state of the art, managing the lifecycle of AI models is resource-intensive and
requires significant development and computational resources, with no standardization
of how these services can be delivered to end users. We assessed the computational
overhead imposed by training jobs on the resource pool and validated the feasibility of
the architecture using an FL use case.

We investigated the model optimizer and the optimization functionalities within the
architecture. It enables administrators or model subscribers to fine-tune models using
well-established techniques, such as grid search, random search, Bayesian optimization,
and evolutionary strategies. By leveraging these advanced optimization methods, the
architecture adapts and refines AI models to meet specific tasks and application require-
ments.

Our AIaaS architecture also impacts mobile network ecosystem such as Beyond 5G
(B5G) and 6G. By leveraging AIaaS, these next-generation networks can enhance their
efficiency and adaptability, allowing for more intelligent and dynamic management of
network resources. The proposed AIaaS enables the design of an evolution proposal
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aligned with 3rd Generation Partnership Project (3GPP) for NWDAF enabling different
players to access or offer third-party cognitive services in a mobile network through a
northern interface on NWDAF. The ability to deploy and manage AI models as a service
enables more flexible and scalable solutions, aligning with the demands of complex network
infrastructures and providing network optimization, security, and user experience.

Finally, this thesis introduces new ideas for standardizing the AIaaS architecture to
seamlessly deliver an intelligent application experience to the industry, applications, and
users. By proposing and validating a new AIaaS, this study significantly advances this
field by offering a comprehensive solution for managing and deploying AI services. This
research also delves into the specific challenges of applying AIaaS in edge prediction con-
texts, highlighting the effectiveness of the architecture in addressing these issues. Overall,
the contributions of this thesis mark a significant step forward in AIaaS, particularly in
the field of computer vision. The proposed architecture provides a new concept for fu-
ture research and development in this domain. These findings emphasize the potential
of AIaaS to support the management and deployment of AI models, paving the way for
more efficient and adaptable solutions.

7.1 List of Contributions

Journal publications:

❏ Rodrigues Moreira et al. (2024) Deep Learning based Image Classification for
Embedded Devices: A Systematic Review. Neurocomputing (under review).

❏ Rodrigues Moreira et al. (2023) An Artificial Intelligence-as-a-Service Archi-
tecture for deep learning model embodiment on low-cost devices: A case study of
COVID-19 diagnosis. Applied Soft Computing.

❏ Rodrigues et al. (2022) Optimizing a Deep Residual Neural Network with Genetic
Algorithm for Acute Lymphoblastic Leukemia Classification. Journal of Digital
Imaging.

Conference publications:

❏ Rodrigues Moreira et al. (2024b) Towards Cognitive Service Delivery on B5G
through AIaaS Architecture. In: Anais do IV Workshop de Redes 6G.

❏ Rodrigues Moreira et al. (2024a) Maximizing the Power of Cognitive Services
with an AI-as-a-Service Architecture for Seamless Delivery. In: 2024 IEEE 13th
International Conference on Cloud Networking (CloudNet) (IEEE CloudNet 2024).
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❏ Rodrigues Moreira et al. (2024) Enabling Intelligence on edge through an Ar-
tificial Intelligence as a Service Architecture. In: 2024 IEEE 13th International
Conference on Cloud Networking (CloudNet) (IEEE CloudNet 2024).

Co-authoring:

❏ Barbosa et al. (2024) Optimization and Learning Rate Influence on Breast Can-
cer Image Classification. Proceedings of the 19th International Joint Conference
on Computer Vision, Imaging and Computer Graphics Theory and Applications
(VISAPP).

❏ Moreira, Rodrigues Moreira e Oliveira Silva (2023) An intelligent network
monitoring approach for online classification of Darknet traffic. Computers and
Electrical Engineering.

❏ Cardoso et al. (2023) Improving Sickle Cell Disease Classification: A Fusion of
Conventional Classifiers, Segmented Images, and Convolutional Neural Networks.
In: Anais do XX Encontro Nacional de Inteligência Artificial e Computacional
(ENIAC 2023).

❏ Moreira et al. (2022) VINEVI: A Virtualized Network Vision Architecture for
Smart Monitoring of Heterogeneous Applications and Infrastructures. In: Advanced
Information Networking and Applications. AINA 2022. Lecture Notes in Networks
and Systems, vol 449. Springer.

❏ Moreira et al. (2022) AgroLens: A low-cost and green-friendly Smart Farm Ar-
chitecture to support real-time leaf disease diagnostics. Internet of Things.

❏ Antico, Rodrigues Moreira e Moreira (2022) Evaluating the Potential of
Federated Learning for Maize Leaf Disease Prediction. In: Anais do XIX Encontro
Nacional de Inteligência Artificial e Computacional (ENIAC 2022).

7.2 Future Work

In future work, several directions and developments will emerge. One significant av-
enue is the further expansion of the AIaaS architecture to support a wider variety of AI
models and services. This could involve integrating advanced ML algorithms, such as
transformers or graph neural networks, to enhance the versatility and applicability of the
architecture.

Another future work is a detailed analysis of computational costs across a broader
range of devices, including emerging hardware technologies such as quantum computers,
neuromorphic chips, and optical computing systems. This expanded evaluation could
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offer a more comprehensive understanding of the trade-offs associated with deploying
deep learning models on different platforms. Additionally, exploring advanced model
optimization techniques, such as meta-learning or neural architecture search, could lead
to improvements in the training efficiency and model deployment. Efforts to further
reduce computational and memory overheads for large models would also be relevant.

We plan to enhance the edge intelligent layer, notably the incorporation of additional
authentication methods and expansion of the AI Model Store. Further investigations could
fully integrate the AIaaS architecture with standardized edge frameworks, including 3GPP
and European Telecommunications Standards Institute (ETSI). We are also working to
extend the deployment of our architecture to broader network segments beyond mobile
networks. Additionally, we aimed to explore the potential of delivering cognitive services
to a wider range of embedded devices, vendors, and vertical industries, thereby enhancing
the applicability of AIaaS across various domains and different computer vision tasks.
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Table 32 – List of reviewed studies: 111 works published between 2013 and 2023.

Field Study CNN Prep. DA Embedded Task Device Metric

Agriculture Aghi, Mazzia e Chiaberge
(2020)

MobileNet ○ ○ Training and Classification Jackal UGV Accuracy, Pre-
cision, Recall,
and F1-Score

Ukaegbu et al. (2020) ResNet-50 ○␣ ○␣ Classification Raspberry Pi Accuracy
Truong, Pham e Vu (2020) MobileNet-V2 ○␣ ○␣ Classification FPGA Accuracy
Vita et al. (2020) Deep Leaf CNN ○ ○ Classification ARM Cortex Accuracy, Pre-

cision, Recall,
and F1-Score

Thai, Le e Nguyen (2023) Tiny-LeViT ○␣ ○␣ Classification Raspberry Pi
and Jetson
Nano

Accuracy,
Precision, Re-
call, F1-Score,
FLOP, Pa-
rameters, and
Model Size

Luo et al. (2023) LiteCNN, AlexNet,
GoogleNet, ResNet-
50, DenseNet-
40, ShuffleNet,
MobileNet-V2

○ ○ Training Classification FPGA Accuracy, Pre-
cision, Recall,
F1-Score Pre-
diction Time,
and Model
Size

Chakraborty et al. (2023) Proposed CNN,
AlexNet, GoogLeNet

○ ○␣ Classification Raspberry Pi Accuracy, Pre-
cision, Recall,
F1-Score, and
Prediction
Time

Animal
Classifica-
tion

Curtin e Matthews (2019) Proposed CNN ○␣ ○␣ Classification Raspberry Pi Accuracy, Pre-
cision, and Re-
call

Zualkernan et al. (2020) Inception-V3,
MobileNet-V2,
ResNet-18, and
DenseNet-121

○␣ ○␣ Classification Raspberry Pi Accuracy,
F1-Score,
ROC Curve,
and CPU
utilization
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Table 32: (continued).
Banknote
Recognition

Pachón, Ballesteros e Renza
(2023)

AlexNet, ResNet-18,
and GoogLeNet

○ ○ Classification Jetson Accuracy
and Inference
Time

Pham et al. (2020) Inception-V3,
MobileNet-V2,
ResNet-18, and
DenseNet-121

○␣ ○␣ Training and Classification Jetson Parameter
Reduction,
FLOP, and
Accuracy

Daily Activ-
ity Analysis

Castro et al. (2015) AlexNet ○␣ ○ Classification ARM Cortex Accuracy

Dietary
Monitoring

Hossain et al. (2020) MobileNet ○␣ ○␣ Classification ARM Cortex Accuracy, Pre-
cision, Sensi-
tivity, Speci-
ficity, and F1-
Score

Digit Recog-
nition

Choudhari et al. (2020) A extended LeNet-5
developed for FPGA

○␣ ○␣ Classification FPGA Accuracy,
Memory Uti-
lization, DSP
Utilization,
Slice Utiliza-
tion of FPGA,
and Prediction
Time

Driver
Status
Monitoring

Kim et al. (2020) AlexNet, Inception-
Net, ResNet, Shuf-
fleNet, SqueezeNet,
MobileNetV2, Pyd-
MobileNet

○␣ ○␣ Training and Classification Jetson Accuracy

Ullah e Kim (2020) MobileNet ○␣ ○␣ Classification Jetson Accuracy,
Memory
utilization,
FLOP, and
Inference
Time

Edge/Mobile
Computing

Castillo e Ahmadinia (2017) Proposed CNN with 2
convolutional layers

○␣ ○␣ Classification Raspberry Pi Inference
Time
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Table 32: (continued).
Seiderer et al. (2018) Inception-V3 and Mo-

bileNet
○␣ ○␣ Training and Classification Nexus 4,

Nexus 6P,
Raspberry Pi,
Odroid

Accuracy
and Inference
Time

Velasco-Montero et al. (2018) Inception, ResNet-
50, SqueezeNet,
MobileNet, and Sim-
pleNet

○␣ ○␣ Classification Raspberry Pi Accuracy,
Power Con-
sumption, and
Throughput

Khasoggi, Ermatita e Sahmin
(2019)

MobileNet ○␣ ○␣ Classification Raspberry Pi Accuracy,
Power Con-
sumption, and
Throughput

Li et al. (2019) Proposed CNN,
AlexNet, VGG-16,
Inception-V3, and
ResNet-50

○␣ ○ Classification Drone Accuracy

Pacheco, Couto e Simeone
(2023)

MobileNetV2, ResNet-
18, VGG-16, and
ResNet-152

○ ○ Training and Classification Jetson Accuracy

Yang et al. (2023) AlexNet, VGG-16,
ResNet-18, and Mo-
bileNet

○␣ ○␣ Training and Classification Raspberry Pi Accuracy,
Power Con-
sumption,
Inference
Latency

Rizvi et al. (2016) AlexNet, OverFeat
and ResNet-34

○ ○ Classification Nvidia Shield
Tablet K1

Accuracy

Kang, Kim e Park (2019) VGG-16, ResNet-50,
and ResNet-32

○␣ ○␣ Training and Classification Jetson Accuracy,
Energy Con-
sumption, and
Lattency

Zhou, Dai e Wang (2019) Proposed Lightweight
CNN, AlexNet, VGG-
16, and Factorization-
Net

○ ○ Training and Classification Jetson Accuracy,
Model Size,
and Parame-
ters
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Table 32: (continued).
Jayakodi et al. (2020) LEANet-approach us-

ing VGG-6, VGG-10,
and MobileNet

○␣ ○ Training and Classification Odroid Accuracy
and Energy
Consumption

Liu et al. (2019a) VGG-16, ResNet-32,
and ResNet-50

○␣ ○␣ Classification Jetson Accuracy,
Energy Con-
sumption,
Power Con-
sumption,
Memory Us-
age, and
Throughput

Embedded
Systems

Danopoulos, Kachris e Soudris
(2018)

SqueezeNet ○␣ ○␣ Training and Classification FPGA Inference
Time

Loni et al. (2018) ResNet, DenseNet,
and CNN-Arch 1

○␣ ○␣ Classification ARM Cortex Accuracy, In-
ference Time,
and Model
Size

Hanhirova et al. (2018) Inception-V2 and Mo-
bileNet

○␣ ○␣ Classification Nokia Smart-
phone and Jet-
son

Inference
Latency,
and System
Throughput

Alippi, Disabato e Roveri
(2018)

AlexNet and VGG-16 ○␣ ○␣ Training and Classification FPGA and
Jetson

Accuracy
and Inference
Time

Hadidi et al. (2018) AlexNet and VGG-16 ○␣ ○␣ Training and Classification Raspberry PI
and Jetson

Power con-
sumption
and Inference
Time

Blott et al. (2018) Proposed CNN in-
spired by BinaryNet
and VGG-16

○␣ ○␣ Training and Classification FPGA Accuracy and
Parameters

Kang et al. (2018) Darknet19 and
DenseNet201

○␣ ○␣ Training and Classification Jetson and
Odroid

Memory Us-
age

Fujii, Sato e Nakahara (2018) Binarized VGG-11 ○␣ ○␣ Training and Classification FPGA Accuracy and
Latency
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Table 32: (continued).
Silva e Siebra (2017) Proposed CNN in-

spired by AlexNet
○␣ ○␣ Classification Raspberry PI Time to load

a model, In-
ference Time,
Memory and
CPU usage,
Temperature,
Accuracy, and
F1-Score

Chen et al. (2018) Proposed CNN ○␣ ○␣ Classification ARM Cortex Accuracy and
Execution
Time

Taylor et al. (2018) Inception, ResNet,
and MobileNet

○␣ ○␣ Classification Jetson Inference
Time, Power
Consumption,
Accuracy, Pre-
cision, Recall,
and F1-Score

Loni, Daneshtalab e Sjödin
(2018)

Proposed CNNs using
NAS

○␣ ○␣ Training and Classification FPGA and
ARM Cortex

Accuracy and
Loss

Madadum e Becerikli (2019) LeNet-5 ○␣ ○␣ Training and Classification FPGA Accuracy and
Training Time

Arredondo-Velázquez et al.
(2019)

LeNet-5 ○␣ ○␣ Classification FPGA Power and En-
ergy efficiency

Lee e Lee (2019) LeNet-5, AlexNet,
VGG-16, and ResNet-
32

○␣ ○␣ Training and Classification Smartphone,
Samsung
Galaxy S7

Accuracy and
Model Size

Qin et al. (2018) Inception v1, Incep-
tion v2, Inception
v3, Inception v4,
ResNet-50, ResNet-
101, ResNet-152,
VGG-16, VGG-19,
and MobileNet

○␣ ○␣ Training and Classification Jetson Inference
Time, Pow-
er/Energy
Consumption,
Accuracy, Pre-
cision, Recall,
F1-Score
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Table 32: (continued).
Zhao et al. (2019) LeNet-5 ○␣ ○␣ Training and Classification FPGA Accuracy,

Power Con-
sumption,
CPU Con-
sumption, and
Latency

Harris, Bae e Egger (2019) LeNet-5 ○ ○␣ Training and Classification ARM Cortex
and Jetson

Accuracy and
Processing
Time

Piyasena et al. (2019) VGG-16, AlexNet,
CIFAR10-Quick, and
LeNet

○␣ ○␣ Training and Classification FPGA Accuracy,
Power Con-
sumption, and
Latency

Wu et al. (2019) MNIST-Net, CIFAR-
Net, and GoogLeNet

○␣ ○␣ Training and Classification FPGA Clock rate and
Compute Effi-
ciency

Lee e Nirjon (2020) MobileNet and
FaceNet

○␣ ○␣ Training and Classification Jetson Accuracy,
Memory Us-
age, and Total
Weights

Xu et al. (2020) 3D Projection Net-
work

○␣ ○␣ Training and Classification Neural Com-
pute Stick

Accuracy,
Training
Time, Power
Consumption,
and Inference
Time

Marco et al. (2020) MobileNet-V1,
Inception-V4, and
ResNet-152

○␣ ○␣ Training and Classification Jetson Inference
Time, Energy
Consumption,
Accuracy, Pre-
cision, Recall,
F1-Score
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Table 32: (continued).
Vreča et al. (2020) Simple CNN with 1

Convolutional Layer
○␣ ○␣ Training and Classification FPGA Clock Cycle

Count and
Dynamic
Instruction
Count

Disabato e Roveri (2020) ResNet-18 as feature
extractor

○␣ ○␣ Training and Classification Raspberry Pi Accuracy and
Computing
Time

Mazouz e Bridges (2020) Proposed CNN ○␣ ○␣ Classification FPGA Accuracy
Wei et al. (2020) AlexNet ○␣ ○␣ Classification FPGA Running Time

and Accuracy
Kalgaonkar e El-Sharkawy
(2021)

Proposed CNN ○␣ ○␣ Classification ARM Cortex FLOP

Li et al. (2021) AlexNet and Darknet-
19

○␣ ○␣ Classification ARM Cortex Number of Pa-
rameters, and
FLOP

Goel et al. (2020) ResNet and Con-
denseNet

○␣ ○␣ Classification Raspberry Pi Energy Con-
sumption,
Accuracy,
and Inference
Time

Elsaadouny, Barowski e Rolfes
(2020)

LeNet-5 and proposed
CNN

○␣ ○␣ Classification ARM Cortex Accuracy
and Inference
Time

Dhouibi, Salem e Saoud (2020) Proposed CNN in-
spired by AlexNet

○␣ ○␣ Classification FPGA Accuracy,
Latency,
Throughput
and Energy
Consumption

Süzen, Duman e Şen (2020) Proposed CNN ○␣ ○␣ Classification Jetson and
Raspberry Pi

Accuracy, In-
ference Time,
Memory and
CPU foot-
print, Power
Consumption
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Table 32: (continued).
Steinbrener e Desai (2019) AlexNet, GoogLeNet,

and SqueezeNet
○␣ ○␣ Classification Raspberry Pi Accuracy,

Model Size,
Number of
Parameters,
Precision, and
Recall

Fan et al. (2019) ResNet-50,
MobileNet-V2,
Inception-V4, and
VGG-16

○␣ ○␣ Classification FPGA Accuracy,
and Time for
Quantization

Jiao et al. (2017) AlexNet and
GoogLeNet

○␣ ○␣ Classification FPGA Accuracy,
Through-
put, Power,
and Parallel
Hardware
Metrics

Albanese, Nardello e Brunelli
(2022)

LeNet-5 and
MobileNet-V2

○␣ ○␣ Classification Raspberry Pi Accuracy, Pre-
cision, Recall,
and F1-Score

Face Recog-
nition

Lee, Wang e Wong (2021) Proposed CNN ○ ○␣ Classification ARM Cortex Accuracy
and Power
Consumption

Amato et al. (2018) CNNs as features ex-
tractor: VGG and
ResNet-50 (classifica-
tion with KNN

○␣ ○␣ Classification Raspberry Pi Accuracy

Greco et al. (2020) Xception, SuffleNet,
and SqueezeNet

○ ○ Classification Raspberry Pi Accuracy and
Latency

Liang et al. (2020) Proposed CNN ○␣ ○␣ Classification Raspberry Pi Accuracy and
Recall

Nakajima, Moshnyaga e
Hashimoto (2021)

Proposed CNN ○ ○␣ Classification Raspberry Pi Accuracy and
Prediction
Time

Helaly et al. (2020) Xception ○␣ ○␣ Classification Raspberry Pi Accuracy
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Table 32: (continued).
Mondal (2020) Proposed CNN ○ ○ Classification Raspberry Pi Accuracy, Pre-

cision, Recall,
and F1-Score

Hand Ges-
tures

Breland et al. (2021) Proposed CNN ○␣ ○␣ Classification Raspberry Pi Accuracy,
Model Size,
Number of
Parameters

Hardware
Accelerator

Fujii et al. (2017) VGG-11 ○␣ ○␣ Training and Classification FPGA Jetson Accuracy

Yonekawa e Nakahara (2017) VGG-16 ○␣ ○ Classification FPGA Accuracy
Nakahara, Fujii e Sato (2017) VGG-11 ○␣ ○␣ Classification FPGA Accuracy
Ding et al. (2017) Proposed CNN ○␣ ○␣ Classification FPGA Accuracy
Peng, Mingyu e Weisheng
(2017)

ZynqNet derived from
SqueezeNet

○␣ ○␣ Training and Classification FPGA Accuracy

Lee e Nirjon (2019) Proposed CNN ○␣ ○␣ Classification FPGA Accuracy
and Inference
Time

Li et al. (2022) MobileNet-V2 ○␣ ○␣ Classification FPGA Accuracy
Sousa et al. (2023) Inception-V3, LeNet,

MobileNet-V2,
ResNet-50, and
SqueezeNet

○␣ ○␣ Training and Classification NMP LG Accuracy

Jiang, Chen e Liu (2023) MobileNet-V2 ○␣ ○␣ Training and Classification Jetson Accuracy and
Model Size

Khoshavi et al. (2022) Proposed CNN in-
spired by BinaryNet
and VGG-16

○␣ ○␣ Training and Classification FPGA Accuracy

Hou et al. (2022) ResNet and
MobileNet-V2

○␣ ○ Training and Classification Raspberry Pi Accuracy and
FLOP

Zaman et al. (2022) LeNet, MobileNet-v2,
and EfficientNet

○␣ ○␣ Training and Classification FPGA Accuracy

Messaoud et al. (2022) LeNet ○␣ ○␣ Training and Classification FPGA Accuracy, Pre-
cision, Recall,
and F1-Score

Gao et al. (2022) VGG-16 ○␣ ○␣ Training and Classification FPGA Accuracy
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Table 32: (continued).
Hyperspectral
Image

Randhe, Durbha e Younan
(2016)

Caffe CNN ○␣ ○␣ Training and Classification Jetson Accuracy

Liu et al. (2019b) CNN inspired by
BASSNet

○␣ ○␣ Classification FPGA Accuracy and
Execution
Time

Intelligent
Vehicles

Lin et al. (2019) ResNet ○ ○ Classification FPGA Accuracy
and Inference
Time

Laser Weld-
ing Defects

Yang et al. (2020) AlexNet, VGG-16,
ResNet-50, Shuf-
fleNet, MobileNet,
and SqueezeNet.

○␣ ○␣ Classification Raspberry Pi Accuracy,
Loss, Infer-
ence Time.
Model Size,
FLOP, and
Number of
Parameters

Marine
Aquaculture

Liu et al. (2019c) MobileNetV2 and In-
ceptionV3

○␣ ○␣ Classification ARM Cortex Accuracy and
Loss

Soom et al. (2022) CNN inspired by
VGG-16

○ ○␣ Classification Raspberry
Pi Jetson
MediaTek
Pumpkin

Accuracy,Precision,
Recall, and
F1-Score

Material
Recognition

Younis, Ayyad e Al-Ajlony
(2017)

VGG-16 ○␣ ○ Classification Raspberry Pi Accuracy

Medicine

Teo, Tan e Tan (2019) AlexNet, Network-1,
and Network-2

○␣ ○␣ Classification Raspberry Pi Accuracy,
FLOP, and
Number of
Parameters

Hou, Hou e Hou (2020) LeNet ○␣ ○␣ Training and Classification Raspberry Pi Accuracy
Amin et al. (2021) Proposed CNN ○␣ ○␣ Classification Raspberry Pi Accuracy

and Inference
Time

Sallam e Alawi (2019) MobileNet ○ ○ Classification Smartphone Accuracy
and Inference
Time
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Table 32: (continued).
Rodrigues Moreira et al.
(2023)

AlexNet, DenseNet,
MobileNet, ResNet,
ShuffleNet, and
SqueezeNet

○ ○ Classification Raspberry Pi Accuracy,
Precision, Re-
call, F1-Score,
Inference
Time, Mem-
ory Usage,
and Model
Size

Ulutas, Sahin e Karakus
(2023)

COVIDNetCT,
MobileNetV2, and
ResNet-50

○ ○␣ Training and Classification Jetson Accuracy, Pre-
cision, Recall,
F1-Score,

and Infer-
ence Time
Photovoltaic Mellit (2022) VGG-16 and

ResNet50
○ ○ Classification Raspberry Pi Accuracy, Pre-

cision, Recall,
and F1-Score

Remote
Sensing

Kyrkou e Theocharides (2020) Proposed CNN ○ ○ Classification ARM Cortex F1-Score,
FLOP, Num-
ber of Pa-
rameters,
and Memory
Usage

Smart
Waste Man-
agement

Chen et al. (2022) GCNet based on Shu-
flleNet V2, MobileNet
v2, and ResNet50

○␣ ○␣ Classification Raspberry Pi Accuracy and
Prediction
Time

Wu et al. (2020) Binarized Neural Net-
work

○␣ ○␣ Classification Jetson Accuracy,
Clock,
Runtime,
Throughput,
Power Con-
sumption,
and Energy
Efficiency

Sirawattananon, Muangnak e
Pukdee (2021)

ResNet-50 ○ ○␣ Classification Raspberry Pi Accuracy and
Loss
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Table 32: (continued).
Thokrairak, Thibuy e Jit-
ngernmadan (2020)

Proposed CNN ○ ○␣ Classification Raspberry Pi Accuracy

Baras et al. (2020) ResNet-34 ○␣ ○␣ Classification Raspberry Pi Accuracy
Sonar Clas-
sification

Valdenegro-Toro (2017) Small CNN inspired
by SqueezeNet

○␣ ○␣ Classification Raspberry Pi Accuracy
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