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Prof. Dr. José Palazzo Moreira de Oliveira
Universidade Federal do Rio Grande do Sul (UFRGS)
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Abstract

Recommender Systems are extensively utilized in e-commerce platforms, such as sales

websites and Netflix, to intelligently suggest products, movies, and series tailored to the

user’s preferences. In the context of education, the key challenge for these systems is to

provide personalized recommendations of educational content that align with students’

needs, considering their knowledge levels, learning styles, and cognitive preferences. This

work implements a recommender system designed to suggest learning objects across var-

ious areas of knowledge, integrating small learning objects, called interventions, such as

definitions, examples, and hints. To personalize these recommendations, the Learning

Objects Recommendation Problem is formulated as a set-covering problem, which be-

longs to the class of NP-Hard problems. A heuristic search-based algorithm was proposed

and compared with other metaheuristics, resulting in a promising approach to solving this

problem, as demonstrated by the results. The proposed solution aims to minimize the

challenges of cold-start and rating sparsity, common in traditional recommender systems,

by using advanced collaborative filtering techniques and an ontology that models the

students’ needs, knowledge, learning styles, and search parameters. Additionally, the rec-

ommender system was implemented with a chatbot and tested for recommending content

on the C programming language for first-year students of the Computer Science course,

using gamification to alleviate possible pedagogical difficulties in the teaching-learning

process.

Keywords: Learning objects recommendation. Collaborative filtering. Learning styles.

Ontology. Set covering. Recommender system. Chatbot. Gamification.





Resumo

Sistemas de Recomendação são amplamente utilizados em plataformas de e-commerce,

como sites de vendas e Netflix, para sugerir de forma inteligente produtos, filmes e séries

adaptados às preferências do usuário. No contexto educacional, o principal desafio desses

sistemas é fornecer recomendações personalizadas de conteúdo educacional que estejam

alinhadas com as necessidades dos estudantes, considerando seus níveis de conhecimento,

estilos de aprendizagem e preferências cognitivas. Este trabalho implementa um sistema

de recomendação projetado para sugerir objetos de aprendizagem em várias áreas do

conhecimento, integrando pequenos objetos de aprendizagem, chamados de intervenções,

como definições, exemplos e dicas. Para personalizar essas recomendações, o Problema de

Recomendação de Objetos de Aprendizagem é formulado como um problema de cobertura

de conjunto, que pertence à classe dos problemas NP-Hard. Um algoritmo baseado em

busca heurística foi proposto e comparado com outras meta-heurísticas, resultando em

uma abordagem promissora para resolver este problema, conforme demonstrado pelos

resultados. A solução proposta visa minimizar os problemas cold-start e esparsidade de

ratings, comuns em sistemas de recomendação tradicionais, utilizando técnicas avançadas

de filtragem colaborativa e uma ontologia que modela as necessidades, conhecimentos,

estilos de aprendizagem e parâmetros de busca dos estudantes. Além disso, o sistema

de recomendação foi implementado com um chatbot e testado para recomendar conteúdo

sobre a linguagem de programação C para estudantes do primeiro ano do curso de Ciência

da Computação, utilizando gamificação para diminuir possíveis dificuldades pedagógicas

no processo de ensino-aprendizagem.

Palavras-chave: Recomendação de objetos de aprendizagem. Filtragem colaborativa.

Estilos de aprendizagem. Ontologia. Cobertura de conjuntos. Sistema de recomendação.

Chatbot. Gamificação.
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Chapter 1

Introduction

Recommender Systems are widely used in e-commerce, such as sales sites and Netflix,

for the intelligent recommendation of products, movies and series based on the user’s

preferences. In the teaching and learning environment, the challenge of these systems

is the personalized recommendation of educational content that meets students’ needs

according to their knowledge level, and learning and cognitive styles.

This educational content, technically called Learning Object (LO), can be any con-

tent that the student uses to learn, such as texts, images, videos, exercises, animations,

wiki pages and slides. Several studies (ABECH et al., 2016; TARUS; NIU; KHADIDJA,

2017; RAMIREZ-ARELLANO; BORY-REYES; HERNÁNDEZ-SIMÓN, 2017; TARUS;

NIU; KALUI, 2018; CHRISTUDAS; KIRUBAKARAN; THANGAIAH, 2018) show that

students can learn more and in less time through good personalized educational con-

tent recommender systems. These systems try to suggest the best LOs considering the

student’s characteristics, thus reducing possible pedagogical difficulties.

We propose a Recommender System (RS) to recommend refined learning objects from

various fields of knowledge, enhancing the system’s ability to provide personalized and

effective learning support tailored to each student’s specific needs. The Learning Ob-

jects Recommendation Problem (LORP) is a challenge inherent in these systems. It is

treated in the literature by several techniques, the most used being content-based filtering

(VANETTI et al., 2010), collaborative filtering (MEDIO et al., 2020) and the combina-

tion of two or more techniques (hybrid recommendation) (BURKE, 2007; BARRAGÁNS-

MARTÍNEZ et al., 2010; CHOI et al., 2012; TARUS; NIU; YOUSIF, 2017). These tech-

niques suffer from the rating sparsity (ZHAO et al., 2015) and cold-start (ADOMAVI-

CIUS; TUZHILIN, 2005) problems. In the e-learning environment, the rating sparsity

problem occurs when few students have evaluated the same LO, and there is no overlap

in the classification preferences. The cold-start problem occurs when it is not possible to

make reliable recommendations due to the lack of initial assessments for new students or

learning resources (ADOMAVICIUS; TUZHILIN, 2005).

We define the LORP as a problem whose goal is to address the previous drawbacks
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by finding a coverage of LOs at minimum cost that includes all the concepts a student

needs to learn. To solve the LORP, we employed metaheuristic algorithms, such as ge-

netic algorithm and particle swarm optimization. Additionally, we used exact and greedy

algorithms to explore potential solutions, ensuring a comprehensive approach to finding

the most cost-effective coverage of learning objects.

We propose a RS based on a hybrid recommendation approach that uses an ontology

(GRUBER, 1993) to model knowledge about students and learning resources, being able

to recommend LOs from all areas of knowledge using fine-grained concepts, contributing

to the state of the art. Furthermore, our approach implements a chatbot as a natural com-

munication interface with students and uses gamification, making the teaching-learning

process motivating and engaging.

Some works use ontology to model the knowledge about the students and learning

resources (FERREIRA et al., 2023; BAJENARU; BOROZAN; SMEUREANU, 2015;

SHISHEHCHI et al., 2012; MORENO et al., 2013; RUOTSALO et al., 2013), and in

our study, it is also used to model fine-grained LOs (called interventions). In addition,

the ontology stores the concepts that each LO covers, providing a fine-grained recommen-

dation of LOs that cover the concepts that the student has not yet mastered, including

subjects in which the learner has doubts, for which interventions will be recommended.

1.1 Motivation

The personalized recommendation of LOs is handled by RSs through filtering tech-

niques. Currently, these techniques are combined to improve the recommendation of

LOs, however, there are still bottlenecks in these systems, which are the cold-start and

rating sparsity problems, in addition to the fact that they do not consider during the

recommendation the fine-grained concepts that the student needs to learn.

In this work, we aim to alleviate these problems through a RS that combines ontology-

based recommendation and collaborative filtering techniques for the recommendation of

LOs based on fine-grained concepts and the reuse of Web content. The ontology models

educational resources and student’s knowledge level and profile, and it implements infer-

ence rules to help the recommendation process. Furthermore, the implemented RS uses

a chatbot and gamification to engage and motivate students during the teaching-learning

process.

1.2 Objectives

The main objective of this work is to implement a RS that effectively contributes to

student learning through personalized recommendation of learning objects by addressing

the Personalized Learning Objects Recommendation Problem as a Set Covering Problem
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using ontologies and metaheuristics. The specific objectives for achieving this goal are

listed below:

a) Improve an ontology that stores the concepts that each LO covers, providing a fine-

grained recommendation of LOs that cover the concepts that students have not yet

mastered, including subjects in which they have doubts;

b) Implement a fine-grained RS that is capable of recommending LOs from differ-

ent areas of knowledge through the reuse of Web content and that meets the stu-

dents’ knowledge and learning style reducing cold-start and sparsity problems using

knowledge-based recommendation;

c) Implement a chatbot able to effectively dialogue with students to tutor their process

of teaching and learning;

d) Integrate gamification techniques into RS to engage and motivate students in the

teaching-learning process;

e) Validate the chatbot and the RS;

f) Deploy the RS in Moodle, including its interface (chatbot), and evaluate the results

obtained.

1.3 Hypotheses

The main hypotheses of this research and their respective questions are:

1. The use of collaborative filtering (variable Pj) and the incorporation of refined

learning objects (interventions) in the calculation of the cost (cj) of the Set Covering

Problem (SCP) objective function significantly improve the quality and accuracy of

LOs recommendations for students.

a) Does the application of collaborative filtering (variable Pj) facilitate the deliv-

ery of LOs with the highest ratings for students?

b) How does incorporating I (interventions: refined LOs) in the calculation of

cj within the objective function enhance the quality of LO recommendations

concerning the number of interventions expected by students?

2. Recommended LOs meet the students’ knowledge and learning style and are useful

to assist students in learning and problem solving.

a) Were the LOs recommended to the students well evaluated by them?

b) Does the RS provide reliable materials?
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1.4 Contributions

The main contribution of this work is to facilitate learning in face-to-face and remote

teaching through a hybrid RS that combines collaborative filtering and ontology-based

recommendation techniques to customize the delivery of LOs to the student according to

their needs. In addition, the system will assist the student in solving exercises and in

understanding the course content by recommending fine-grained LOs. Other important

contributions are:

a) The improvement of an ontology that stores the concepts covered by each LO,

enabling detailed recommendations of LOs that address concepts the student has

not yet mastered, including topics where the student has uncertainties;

b) The formalization of LORP as a SCP that considers the user’s search parameters,

the collaborative filtering and fine-grained LOs, taking into account the concepts

that the student needs to learn, while also mitigating cold-start and sparsity issues

through knowledge-based recommendations;

c) The personalized recommendation of fine-grained LOs (interventions, such as hints)

from different areas of knowledge improving the RSs;

d) Creation of an intelligent communication interface using a chatbot with gamifica-

tion that will be able to tutor students, their learning and mediate more engaging

dialogues, motivating and facilitating student learning and reducing possible peda-

gogical difficulties.

1.5 Thesis organization

The rest of this work is organized as follows. The background of this research is pre-

sented in Chapter 2. In Chapter 3, we discuss the related work relevant to this study. The

proposed approach is detailed in Chapter 4. Chapter 5 is dedicated to the experimental

results. Finally, the final remarks are outlined in Chapter 6.
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Chapter 2

Fundamentals

This section presents the most relevant concepts and theories that ground this study.

In Section 2.1, we present a summary about the Semantic Web (SW), a technology that

semantically represents the vast content of the traditional Web using ontologies. Ontolo-

gies structure entities and their relationships allowing the inference of new knowledge. In

our approach, the ontology stores information about LOs and learners. Section 2.2 shows

the educational standards used to structure information about the LOs, and Section 2.3

presents how students can be computationally modeled.

The main filtering and recommendation techniques that support RSs are presented

in Section 2.4. Our approach uses the ontology-based recommendation technique, in

which the domain model and the learner model are structured in an ontology. Our RS

uses a chatbot with gamification as an interface. The terms chatbot and gamification

are explained in Section 2.5. Finally, to understand the LORP as a covering problem,

in Section 2.6, we describe the set covering problem and its usefulness in formalizing

real-world problems.

2.1 Semantic Web

The Semantic Web (SW) (BERNERS-LEE; HENDLER; LASSILA, 2001), as the name

suggests, extends the traditional Web through technologies that promote the modeling

and manipulation of knowledge by machines (see Fig. 1). SW aims to give meaning to its

content by structuring and assigning semantics to its data, allowing the interpretation,

connection and availability of data tailored to the needs and interests of each user. The

well-established layers of the SW are explained below:

❏ Ontology - Web Ontology Language (OWL): OWL is a semantic markup language

for publishing and sharing ontologies on the Web. OWL is a vocabulary extension

of Resource Definition Framework (RDF) and is derived from the DAML+OIL Web





2.2. Modeling learning objects 31

knowledge representation potential and XML the language with less power of information

representation. OWL elements extend RDF elements, which extend XML elements. Note

that SW layers are supported by cryptography techniques to ensure information integrity.

Viewing this layer architecture makes it easier to understand how the SW extends the

traditional Web. URI elements and their generalization IRI are used to uniquely identify

SW resources. The XML allows the creation of documents formed by structured data, to

which SW gives meaning.

The RDF layer has XML triples formed by subject, predicate and object capable of

representing the semantics of Web information. The OWL increases the power of this

semantic representation by serving to instantiate ontologies on the Web. The ontological

layer enhances the understanding of internet information by computers.

Ontologies can be thought of as non-relational databases, which are consulted through

queries in SPARQL, a language equivalent to Structured Query Language (SQL). This

language is very similar to SQL for relational databases, including clauses (select, from,

and where), query modifiers (order by and distinct), and logical and comparison oper-

ators. A great advantage of ontologies is the possibility of discovering new knowledge

through inference rules described in RIF and Semantic Web Rule Language (SWRL)

(HORROCKS et al., 2004). RIF is the W3C Rule Interchange Format and an XML

language for expressing Web rules that computers can run.

The SWRL is a standard SW language for implementing rules that can be used to infer

new knowledge by the logical layer. The phases followed by reasoners in this inference

process are used by the proof layer to validate this inference process. Finally, the trust

layer aims to ensure that the inferred knowledge is reliable. The Logic, Proof and Trust

layers are not yet fully realized.

2.2 Modeling learning objects

A learning object (LO) is digital content that can be reused in various learning con-

texts. Each LO is composed of content and its metadata, which follow some pattern

to ensure reusability. This metadata is stored in LO repositories, facilitating the reuse

of educational content. Some of the standards used to describe metadata are: IEEE-

LOM (LTSC, 2002), OBAA metadata standard (VICCARI et al., 2010) and the SCORM

standard (ADL, 2001).

The IEEE-LOM standard is recognized worldwide for facilitating the creation and

search of LOs. This standard defines nine categories for describing LOs in XML language.

These categories are presented in Table 1. Each category is composed of a set of fields

relevant to the identification of a given LO. The values assumed by each of these fields

are used in the search/retrieval of the desired resource. Among the fields of the General

category, the entry field serves to store the LO’s link (for example, from a YouTube video
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or from a Wikipedia page), and the keyword field can store the concepts that the LO

covers.

Table 1 – Categories of the IEEE-LOM standard

Category Description

1. General Aggregates general information that describes the LO, such as iden-
tifier, title and keywords.

2. Life Cycle Describes the history of the LO from its creation to its current state
using attributes such as version and contribution, which refers to
the people or organizations that contributed to creating, editing or
publishing the LO.

3. Meta-metadata It gathers attributes about the metadata, such as contribution, cre-
ation date and the language in which it is described.

4. Technical It includes the technical characteristics of the LO, such as format,
size, duration and installation remarks.

5. Educational It describes the pedagogical characteristics of the LO, such as inter-
activity type, learning resource type, semantic density, age group,
degree of difficulty and learning time.

6. Rights It aggregates the intellectual property rights and the conditions of
use of the LO.

7. Relation Defines the LO’s relationships with other LOs, for example: “is part

of ”, “is based on” and “is required by”.
8. Annotation Provides feedback from people who have used the LO.

9. Classification Classifies the LO within a taxonomy.

The IEEE-LOM standard serves as the basis for other standards, such as the OBAA

metadata standard (VICCARI et al., 2010) and the SCORM standard (ADL, 2001).

The OBAA standard extends the IEEE-LOM standard ensuring interoperability between

platforms in the Brazilian educational context. The Sharable Content Objects Reference

Model (SCORM) standard provides interoperability between different learning manage-

ment systems.

The SCORM standard aims at portability by allowing different types of learning ob-

jects to communicate efficiently with the various existing e-learning platforms. The stan-

dard enables the encapsulation and sequencing of LOs of different sizes, such as images,

exercises or even a complete course, facilitating the reuse of this content between the

various platforms compatible with this standard.

The IEEE-LOM standard for describing metadata may be incomplete in some contexts

and, on the other hand, describe metadata that is not widely used. To solve the problem

of its incompleteness, there are some extensions of the IEEE-LOM standard, such as the

extension defined by Customized Learning Experience Online (CLEO). The contributions

of CLEO in relation to the IEEE-LOM are:

1. Additional vocabularies to improve the aggregation level (general category);

2. Alternative vocabularies for learning resources types (educational category) and

purpose (classification category);

3. New elements for the educational category.
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One of the increments proposed by CLEO is related to the learning resource type. The

IEEE-LOM defines 15 different resource types, such as exercise, simulation, questionnaire,

diagram and figure. CLEO adds 29 more types to them, such as additional resource,

assessment, definition, example and introduction.

2.3 Modeling students

In addition to learning content, the learner also needs to be modeled by computer

systems. One of the most commonly modeled characteristics in this context is the stu-

dent’s learning style. Learning styles refer to the notion that individuals have varying

preferences for how they receive and process information (PASHLER et al., 2008). This

concept is fundamental in designing adaptive learning systems that can meet the diverse

needs of students, enhancing their engagement and effectiveness in learning.

The Felder-Silverman Learning Style Model (FSLSM), proposed by Felder and Silver-

man (1988), is widely regarded as one of the most comprehensive frameworks for mod-

eling student learning styles. The FSLSM stands out due to its detailed consideration

of psychological aspects, making it a robust tool for understanding learners’ preferences

(DEBORAH; BASKARAN; KANNAN, 2014). Unlike other models that might focus on

a single dimension of learning, FSLSM encompasses four polar dimensions, providing a

holistic view of how students interact with information.

These four dimensions are Input, Organization, Perception, and Processing. The In-

put dimension distinguishes between Visual and Verbal learners, recognizing that some

students better absorb information through images and diagrams, while others prefer text

and spoken words. The Organization dimension contrasts Sequential learners, who un-

derstand information in linear steps, with Global learners, who grasp concepts more holis-

tically. The Perception dimension differentiates Sensitive learners, who are practical and

detail-oriented, from Intuitive learners, who are more abstract and innovative. Finally,

the Processing dimension compares Active learners, who learn best through interaction

and experimentation, with Reflective learners, who prefer to think through information

quietly and introspectively.

To effectively assess and identify these learning preferences, the Index of Learning

Styles (ILS) questionnaire is commonly used. Developed by Soloman and Felder (2005),

this 44-question instrument (see Annex A) evaluates learners across the four dimensions

outlined in the FSLSM. By analyzing the responses, educators and adaptive learning

systems can gain valuable insights into each student’s preferred learning style. This

information can then be used to tailor instructional methods and materials to better

align with individual learner needs, thereby enhancing the overall educational experience.

The application of FSLSM in modeling students has significant implications for the

design of Intelligent Tutoring System (ITS) and other educational technologies. By in-
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These modules (HARTLEY; SLEEMAN, 1973) are detailed below:

1. Knowledge domain: aggregates specialist knowledge about the content to be taught

to the student.

2. Student model: models the student according to their level of instruction, prior

knowledge and learning and cognitive styles.

3. Pedagogical model: contains teaching strategies and tutoring knowledge to guide

the student’s learning process.

4. Interface: establishes the communication path between the user and the system.

In addition to the modules mentioned above, VanLehn (2006) argues that it is common

in ITSs to have two loops of repetition: one loop is responsible for assignments of tasks

and materials (outer loop), while the second loop deals with feedbacks, hints for exercises

and reviews of submitted solutions (inner loop). Loop-based ITSs typically focus on a

limited range of content, such as mathematical problem-solving, that is well-suited to the

step-by-step approach of the inner loop.

An important concept in the context of this thesis is “intervention”. In Chapter 5, the

concept of intervention is defined by relating it to inner loop actions and recommendations,

such as tips, feedback, explanations, examples, and definitions. Below we describe some

ITSs based on these interventions.

Mazk’s intelligent tutor system (VALERIANO; CORRÊA; POZZEBON, 2019) offers

specific hints to aid students in problem-solving and understanding concepts, as well as

immediate feedback and detailed explanations when necessary. In parallel, the Andes

Physics Tutoring System (VANLEHN et al., 2005) addresses the use of contextual feed-

back and dynamic adaptation, providing detailed explanations and guided questions to

enhance student understanding. Both ITSs underscore the impact of adaptive and con-

textualized interventions on the teaching-learning process.

Some ITSs relate interventions to students’ emotions. In (BAKER et al., 2010), the

authors focus on monitoring students’ emotions and using motivational interventions to

maintain engagement, suggesting that it is preferable to face frustration rather than bore-

dom. It recommends incorporating mechanisms in ITS to detect and respond to students’

emotional states. Similarly, the AutoTutor (GRAESSER et al., 2001) explores the use

of conversational dialogues for immediate feedback and detailed explanations, employing

personalization techniques to cater to individual student needs. These studies empha-

size the importance of considering students’ emotional states and ensuring continuous

engagement for effective education.

These are just a few of the many ITSs in the literature that collectively illustrate

the diversity and efficacy of interventions in intelligent tutoring systems, showing how
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KB recommendation is thus a type of CF that aggregates contextual information about

the student, helping to reduce the rating sparsity and cold-start problems in CF.

KB recommendation addresses the cold-start problem when there is a new target

learner, but if students similar to the target learner are also new to RS, then the problem

remains, as they have not rated any LOs. The cold-start problem also remains in calcu-

lating the rating prediction of new LOs. Contextual information about the student in KB

recommendation alleviates the rating sparsity problem in the similarity calculation, but

the lack of overlapping ratings for the same LOs affects the ratings prediction calculation.

2.4.3 Pedagogical interventions in intelligent systems

Pedagogical intervention refers to deliberate strategies and actions carried out by

educators with the aim of improving the teaching-learning process. These interventions

can be directed at specific students or groups of students and aim to address learning

difficulties, promote specific skills or reinforce content already covered. The intervention

can be preventive, corrective or enriching, depending on the needs identified.

Pedagogical intervention is based on theories from authors such as Lev Vygotsky, Jean

Piaget, Benjamin Bloom and David Ausubel. Vygotsky’s sociocultural theory emphasizes

the importance of social and cultural context in cognitive development. His ideas about

the Zone of Proximal Development are fundamental to understanding how pedagogical

interventions can be structured to promote learning. Although Piaget focused more on

the natural cognitive development of children, his theories about developmental stages

provide a basis for understanding how interventions can be adapted to different stages of

learning.

Known for his Taxonomy of Educational Objectives, Bloom contributed significantly

to the understanding of how to structure pedagogical interventions to achieve different

levels of knowledge mastery. David Ausubel’s theories about meaningful learning and

advance organizers are essential for developing intervention strategies that help students

integrate new information with pre-existing knowledge.

RSs represent a technological application that can enhance pedagogical interventions.

These systems can adapt content and activities based on each student’s learning profile, of-

fering a more individualized approach that respects different learning rhythms and styles.

Through continuous analysis of performance data, recommender systems can identify ar-

eas where students are struggling and suggest specific interventions to overcome these

gaps in knowledge.

By providing materials that are more relevant and appropriate to students’ level of

knowledge and interest, these systems can increase student engagement and motivation.

In addition, RSs can provide real-time feedback, allowing students to adjust their learn-

ing strategies and educators to adjust their teaching practices more effectively. Thus,

the integration of personalized learning object recommender systems into the context of
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pedagogical intervention offers a powerful tool for educators. By combining pedagogical

expertise with personalization technology, it is possible to create more effective learning

environments that are tailored to the individual needs of students, promoting deeper and

more meaningful learning.

In the proposed approach (Chapter 4), we define the concept of intervention by relating

it to refined LOs such as hints, definitions, and examples. Defining intervention as a learn-

ing object makes it possible to bring ITS interventions into the context of RS, enabling

personalized intervention recommendations. Additionally, the proposed recommender sys-

tem expands the range of knowledge domains, allowing for a more comprehensive coverage

of educational content.

2.5 Chatbot and gamification

A chatbot is a program capable of establishing a dialogue using natural language to

communicate with a human user. Since the early 1970s, chatbots have been used as

pedagogical agents in educational environments. In this work, the terms “chatbot” and

“conversational agent” are used synonymously. Conversational pedagogical agents use

artificial intelligence techniques to enhance and personalize teaching-learning automation.

In the teaching-learning context, chatbots can simulate human tutoring (GRAESSER,

2016), motivate students to learn about course content (RUAN et al., 2019) and increase

students’ willingness to communicate when they are learning a new language (AYEDOUN;

HAYASHI; SETA, 2019). In addition, conversational agents can help combat depression

in students (PATEL et al., 2019) and read stories to children by interacting with questions

and answers (XU et al., 2021).

The use of chatbots is associated with student motivation. Motivation, according to

the Self-Determination Theory (SDT) (RYAN; DECI, 2000), can be intrinsic or extrinsic.

Intrinsically motivated students undertake an activity to satisfy, have fun, or challenge

themselves. On the other hand, when external forces, such as awards, are the cause of

the students’ action, then the students are extrinsically motivated.

According to the SDT, intrinsic motivation is based on three psychological needs:

autonomy, competence and relatedness. Autonomy refers to actions seen as selective and

self-initiated. Competence refers to the perception that the individual has effectively

performed a task with confidence. Relatedness is defined as the affective support that an

individual receives or gives to others during interactions. Given this theory, chatbots can

provide affective support (relatedness) to students to promote their intrinsic motivation

in the teaching-learning process (YIN et al., 2021).

In addition to the chatbot, gamification can promote student engagement and moti-

vation. Gamification is an integration of game elements and game thinking in activities

that are not games (KIRYAKOVA; ANGELOVA; YORDANOVA, 2014). This concept
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has been widely adopted in several areas, including education, business and healthcare,

due to its effectiveness in making activities more engaging and challenging.

Core elements of gamification include levels, achievements, scores, challenges, and re-

wards. Levels provide a clear progression structure, allowing participants to visualize their

progress and feel motivated to reach higher levels. Achievements are specific goals that,

when achieved, provide rewards and recognition, encouraging persistence and exploration

of new activities. Scores and rankings foster healthy competition, while well-designed

challenges maintain interest and encourage overcoming obstacles. Rewards, whether tan-

gible or symbolic, positively reinforce desired behaviors and keep participants engaged.

In the educational context, gamification has been shown to be a powerful tool for im-

proving student motivation, increasing knowledge retention, and promoting active learn-

ing (MENDES et al., 2019; MOREIRA et al., 2022). By transforming educational tasks

into playful activities, students are more likely to participate and engage in the learning

process. Furthermore, gamification can personalize the learning experience by adjusting

the level of difficulty and providing immediate feedback, which helps students identify

their weaknesses and work to overcome them. The use of game elements can also fos-

ter social skills such as collaboration and communication, especially in group learning

environments.

Integrating gamification with chatbots represents a groundbreaking synergy in the

educational field. Gamified chatbots, like the one we created, Anya, can provide a user-

friendly and interactive interface that continuously engages students. Through gamifica-

tion techniques, the chatbot can assign levels and achievements as students interact and

complete educational tasks. This not only keeps students motivated but also provides

personalized learning by adapting challenges based on individual performance. Addition-

ally, gamification integrated into the chatbot can provide instant feedback and rewards,

creating a learning cycle that encourages continuous practice and the development of new

skills. With the ability to interact in a natural and accessible way, gamified chatbots

make the learning process more dynamic and engaging.

2.6 Set Covering Problem

The SCP is a well-known combinatorial optimization problem that has been ap-

plied to a wide range of applications (LAN; DEPUY; WHITEHOUSE, 2007), such as

crew scheduling in railway and airlines (HOUSOS; ELMROTH, 1997; CAPRARA; FIS-

CHETTI; TOTH, 1999), facility location problem (VASKO; WILSON, 1984) and industry

production planning (VASKO; WOLF; STOTT, 1987).

The mathematical formulation of the SCP is as follows. Given m rows, n columns and

an (m x n) sparse matrix of zero-one elements aij, where aij = 1 if row i is covered by

column j, and aij = 0 otherwise. Each column j covers at least one row from m rows and
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has an associated cost cj > 0. The objective is to find a subset from n columns that covers

all m rows at a minimal cost. In Section 4.3, we define the LORP as the mathematical

programming model of the SCP.

The SCP is NP-Hard (GAREY; JOHNSON, 1979) and exact algorithms (BALAS;

CARRERA, 1996; FISHER; KEDIA, 1990) are used to find its optimal solution, but

these procedures are capable of solving only very limited size instances and are very

time consuming, so exact algorithms are not practical for large scale instances due to the

computational complexity of the SCP. For this reason, many researchers make a lot of

efforts on developing metaheuristic algorithms (BILAL; GALINIER; GUIBAULT, 2013)

based on constructive metaheuristics as Ant Colony Optimization (ACO) (REN et al.,

2008; REN et al., 2010), evolutionary algorithms as Genetic Algorithm (GA) (BEASLEY;

CHU, 1996; SOLAR; PARADA; URRUTIA, 2002; WANG; OKAZAKI, 2007) and local

search (MUSLIU, 2006; YAGIURA; KISHIDA; IBARAKI, 2006).

In the educational context, we noticed that the SCP has small instances that can be

solved by exact and greedy algorithms. The greedy algorithm of Chvatal (CHVATAL,

1979) is the simplest approach to solving the SCP. Greedy algorithms are fast, but they

have a hard time finding the best solution, while the exact algorithms spend more time to

find the optimal solution. In this research, we implemented these two types of algorithms

in addition to GA and Particle Swarm Optimization (PSO), and compared them with our

heuristic search used to solve LORP.



41

Chapter 3

Related Works

Several works in the literature have addressed the LORP using different techniques for

recommending educational resources. In this work, the LORP is modeled as a problem

that aims to cover concepts using a set of LOs. This chapter presents works that have

this same goal and works that use other LO recommendation techniques, such as CF and

Sequential Pattern Mining (SPM), without modeling the LORP as a coverage problem.

In addition, we present the works that use chatbots and gamification in e-learning.

There is a problem very similar to SCP that is used in modeling educational resource

recommendation problems. In the works by Acampora et al. (2008), Acampora, Gaeta

and Loia (2010), Acampora et al. (2011) and Gaeta et al. (2013), the authors model

LORP as a facility location problem, whose objective is to allocate m didactic activities

(such as LOs) to n concepts of the learning path (the concepts are ordered by their

prerequisite relationships). More specifically, the objective is to build the smallest set of

activities covering all n concepts with the minimum sum of distances between activities

and covered concepts.

This problem can be formalized as follows. Let yi (i = 1, ..., m) be a binary vector

that takes the value 1 if learning resource i is used, and 0 otherwise. Given m rows, n

columns and an (m x n) binary matrix of elements xij that takes the value 1 if concept j

is covered by LO i, and 0 otherwise, the problem is defined as:

Minimize
m∑

i=1

p(i)yi +
m∑

i=1

n∑

j=1

d(i, j)xij (1)

Subject to
n∑

j=1

xij = 1 i = 1, ..., m

xij ≤ yi i = 1, ..., m j = 1, ..., n

xij ∈ {0, 1} i = 1, ..., m j = 1, ..., n
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yi ∈ {0, 1} i = 1, ..., m

where p(i) represents the cost of introducing the i-th LO in the sequence of LOs recom-

mended to the student, and the distances d(i, j) are calculated by a function that compares

the student’s learning preferences with the metadata values of the i-th LO which covers

concept j.

Acampora et al. (2008) solved this problem using a memetic algorithm whose main

steps are the genetic search, with crossover and mutation operations, and the local search

to optimize the solutions found. The system proposed by the authors has the Knowledge

Model, the Learner Model and the Didactic Model, which interact through specific pro-

cesses aiming at personalized recommendation. The Domain Model uses ontologies that

model concepts and their relationships, which are fundamental in the construction of the

learning path.

Later, Acampora, Gaeta and Loia (2010) used memetic optimization in a multi-agent

system. This system is explored by Acampora et al. (2011) to solve the recommendation

problem of Eq. (1) through a memetic algorithm that uses evolutionary techniques fol-

lowed by local search strategies. Among the evolutionary optimization techniques, they

used GA and the particle swarm method, which are executed in parallel by the Evo-

lutionary Agent. The Local Search Agent controls the parallel execution of local search

strategies, such as Tabu Search and the Simulated Annealing metaheuristic. The exchange

of solutions by the optimization methods is controlled by a set of fuzzy rules.

This solution proposed by Acampora et al. (2011) is best employed in the context

of Web 2.0, which is characterized by distributed repositories, a variety of educational

activities and subject-filled learning paths. The same problem, Eq. (1), was solved by

Gaeta et al. (2013) using simply a greedy algorithm. However, the authors cautioned that

while this is a quick approach, it does not guarantee very good results.

All these works use a concept-based recommendation approach, presenting a solution

to the problem defined in Eq. (1). The concepts are modeled in ontologies of knowledge

domains. According to Gruber (1993), “an ontology is an explicit specification of a con-

ceptualization”, so it is natural to think that an ontology can be used, mainly, to model

concepts and their relationships. The “prerequisite” type relation, for example, is used to

order concepts taking into account that the learning of a given concept depends on the

mastery of another. The ordered list of concepts that the student is expected to learn is

commonly called the “learning path”.

Building a learning path often comes at a high cost. Creating knowledge domains

is an expensive task that involves expert knowledge. The advantage of our approach to

these works is that our RS does not rely on creating a detailed and expensive domain of

knowledge, as its objective is to recommend LOs to solve students’ doubts rather than

recommending learning paths. Furthermore, we model the LORP as the SCP, which is
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a simpler formulation than Eq. (1) used by the authors mentioned above. Next, we

compare our approach with works that use other LO recommendation techniques that are

not explicitly based on the coverage of LOs given a set of concepts.

Much research combines recommendation techniques with ontologies and/or the Web,

including Wikipedia, for the recommendation of learning resources as shown in Table 2.

For example, Limongelli, Gasparetti and Sciarrone (2015) created a module in a system for

collaborative recommendation of wiki pages used by teachers when creating their courses.

The target teacher benefits from the recommendation made in the past to other teachers

who have a teaching style similar to yours.

Another approach that recommends wiki content is presented in Belizário Júnior and

Dorça (2018), but the content is recommended directly to the target learner without using

the teacher as an intermediary. This approach selects the best quality wiki pages using

the quality classes assigned to them by users. The sections (within these pages) that

cover the concepts that the target learner needs to learn are recommended. The approach

uses an ontology for modeling students and LOs. The LO recommendation problem is

formalized as a set covering problem and is solved by a GA.

A faster algorithm solves this same problem considering a greedy heuristic, as shown

in Falci et al. (2019). The intuition underlying heuristics is that LOs that meet the

student’s learning style while covering more concepts tend to deliver better candidates

for the final solution. The algorithm that implements this heuristic is faster than GA,

mainly for instances with thousands of LOs, for which GA can become impractical given

the exponential search space and the high number of calculations of the fitness function.

This LO recommendation problem defined as a covering problem is also solved in

Belizário Júnior et al. (2020) using CF, SWRL and PSO (KENNEDY; EBERHART,

1995). In previous research (BELIZÁRIO JÚNIOR; DORÇA, 2018; FALCI et al., 2019),

the authors considered only the user’s search parameters when recommending LOs. In

Belizário Júnior et al. (2020), the authors also consider the history of rating given to LOs

by students with ratings similar to the learner to whom the recommendation is directed.

GAs can be used to personalize the recommendation of LOs in contexts with many

learning parameters. Christudas, Kirubakaran and Thangaiah (2018) proposed a Compatible

Genetic Algorithm (CGA) to the recommendation of LOs. The CGA forces compatibility

of a) the LO type in relation to the learning style of the student, b) the LO complexity

level with respect to the knowledge level of the learner and c) the interactivity level of

the LO based on the satisfaction level of the student during the learning process.

Birjali, Beni-Hssane and Erritali (2018) created an adaptive e-learning model based

on Big Data that use a MapReduce-based Genetic Algorithm to determine the relevant

future educational objectives through the adequate learner e-assessment method and an

ACO algorithm to generate an adaptive learning path for each learner. After that, a

MapReduce-based Social Networks Analysis is performed to determine the learning mo-
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tivation and social productivity in order to assign a specific learning rhythm to each

learner.

Table 2 – Comparison of related literature with the proposal of this research

Reference

Web
content
reuse

Ontology or
Semantic

Web
technologies

LOs
recommend.
technique

LOs coverage using
fine-grained concepts
from different areas of

knowledge

Chatbot

Limongelli, Gasparetti
and Sciarrone (2015)

Yes No CBF and CF No No

Belizário Júnior and
Dorça (2018)

Yes Yes GA No No

Falci et al. (2019) Yes Yes Greedy alg. No No

Belizário Júnior et al.

(2020)
Yes Yes CF, SWRL and

PSO
No No

Christudas, Kirubakaran
and Thangaiah (2018)

No No CGA No No

Birjali, Beni-Hssane and
Erritali (2018)

Yes No ACO and GA No No

Ouf et al. (2017) No Yes SWRL No No

Abech et al. (2016) Yes Yes SWRL and
SPARQL

No No

Pereira et al. (2018) Yes Yes SPARQL No No

Tarus, Niu and Khadidja
(2017)

No Yes CF No No

Jeevamol and Renumol
(2021)

No Yes CBF and CF No No

Ramirez-Arellano,
Bory-Reyes and

Hernández-Simón (2017)

Yes No Learning style
based filtering

No No

Xiao et al. (2018) Yes No Association rules,
CBF and CF

No No

Klašnja-Milićević, Vesin
and Ivanović (2018)

No Yes Social tagging and
SPM

No No

Tarus, Niu and Kalui
(2018)

No No Context awareness,
SPM and CF

No No

Wan and Niu (2020) No No SPM and
self-organization

No No

Yin et al. (2021) No No No No Yes

Colace et al. (2018) Yes Yes LDA algorithm No Yes

Katz et al. (2021) No No No No Yes

Nguyen et al. (2019) No No No No Yes

Our proposal Yes Yes CF, SWRL and

heuristic algs.

Yes Yes

The Semantic Web, in addition to ontologies, also has technologies that have been

explored by some authors for the recommendation of LOs. Ouf et al. (2017) developed a

tool for an intelligent learning ecosystem using ontologies and rules in SWRL. Ontologies

are used to model students and to tailor components of the learning process to students,
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such as LOs, preferred learning activities and relevant teaching-learning methods.

Abech et al. (2016) developed a model, called EduAdapt, that, in addition to using

an ontology and rules in SWRL, uses SPARQL to recommend the most appropriate LOs

for the student’s context and learning styles. The model can be coupled to learning

environments to be used on mobile devices. It has an ontology that uses inference rules

that help adapt the content and that uses classes to model students, LOs, mobile device

characteristics and student context (for example, if the student is stationary or moving).

SW technologies, such as ontology and SPARQL, are also used by Pereira et al. (2018).

They created an infrastructure for the recommendation of learning resources based on

information, such as the user’s profile and the educational context, extracted from the

Facebook social network. Information extraction techniques and SW technologies are

used to extract, enrich and define the profiles and interests of users. The recommendation

strategy is based on linked data, LO repositories and videos, benefiting from the time the

user spends on the Web.

Other approaches in the literature are based on classic recommendation techniques,

such as Content-based Filtering (CBF) and Collaborative Filtering (CF). Tarus, Niu

and Khadidja (2017), for example, proposed a CF and ontology-based recommendation

technique for personalized recommendation of learning materials. The ontology used

models student characteristics, such as learning styles and knowledge and skill levels

alleviating the cold-start problem.

Jeevamol and Renumol (2021) address the cold-start problem using CBF in addition

to an ontology. The ontology-based content recommender system proposed by the authors

uses the ontology to model the learner and the LOs with their characteristics. The rec-

ommendation model uses collaborative and content-based filtering techniques to generate

the top N recommendations based on student ratings.

Another way to address the cold-start problem is through a recommendation based on

learning styles. Ramirez-Arellano, Bory-Reyes and Hernández-Simón (2017) developed a

system to rank LOs through term-based queries and learning styles. The best ranked LOs

are grouped in a SCORM standard package (ADL, 2001), allowing their sharing between

learning management systems. LOs are merged into the same package based on search

terms and the student’s learning style.

More recent research combines recommendation techniques to improve personaliza-

tion of recommended educational content. Xiao et al. (2018) developed a system for

recommending educational resources to learners enrolled in formal online courses. The

recommender system combines association rules and collaborative and content-based fil-

tering for personalized recommendation of learning materials, taking into account the

student’s profile, browsing history and the time spent on a given content in the online

learning system.

Klašnja-Milićević, Vesin and Ivanović (2018) presented a method of personalized rec-
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ommendation of LOs that uses algorithms based on the use of the so-called “most popular

tags”. Tags are created collaboratively and are used to improve the search and recom-

mendation of educational resources. Their approach combines social tagging and SPM

for generating recommendations of learning resources to learners.

Tarus, Niu and Kalui (2018) proposed a hybrid recommendation approach that com-

bines computational context, SPM and CF algorithms for the recommendation of educa-

tional resources. The computational context is used to aggregate contextual information

about the learner, such as knowledge level and learning goals. A sequential pattern mining

algorithm is used to mine Web logs and discover the student’s sequential access patterns.

Wan and Niu (2020) proposed a hybrid filtering recommendation approach combining

learner influence model, self-organization based recommendation strategy and SPM to-

gether for recommending LOs to students. The learner influence model is independent of

ratings and is used to address the cold-start and data sparsity problems by mining explicit

and implicit behaviors and computing the influence that a learner exerts on others.

None of these works mentioned above uses chatbots with gamification to assist in the

process of recommending educational resources. In general, the works that use chatbots

do not explore the LO recommendation techniques found in the literature.

Yin et al. (2021) proposed a chatbot-based micro-learning system, which was tested

in an experiment with 99 first-year students of a basic computer course on number sys-

tems conversion. The learners were assigned to a traditional learning group or a chatbot

based micro-learning group. They concluded that students in the chatbot learning group

achieved significantly higher intrinsic motivation than the traditional learning group.

Colace et al. (2018) proposed a framework to identify student needs using Natural

Language Processing (NLP) and select the best answer thanks to the ontological rep-

resentation of the knowledge domain. The tool contains a module (Interaction Quality

Tracker) that evaluates the conversation between the bot and the user and highlights the

critical aspects of this interaction. In addition, it uses the student’s context (profile, loca-

tion) to direct the dialogue (Context-Aware Information Manager). The authors employ

Latent Dirichlet Allocation (LDA) to provide a semantic inference engine that connects

the user query and learning object metadata.

State-of-the-art works that use chatbots in ITSs also do not explore LO recommen-

dation techniques. Instead, they focus on the inner loop using the chatbot to assist the

student in step-by-step problem solving, such as the papers presented by Katz et al. (2021)

and Nguyen et al. (2019).

Katz et al. (2021) proposed an ITS, called Rimac, that engages students in natural

language. Rimac combines student modeling with tutorial dialogues about conceptual

physics. Rimac dynamically builds a persistent learner model that drives reactive and

proactive decision making to deliver adaptive instruction.

Nguyen et al. (2019) presented a method to design an intelligent chatbot for solving
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mathematical problems in high-school. The chatbot helps in solving problems about

determining the value of a parameter of a function by giving some tips to the student and

showing the step-by-step solution, simulating a human tutor.

The inner loops implemented in ITSs are responsible for providing feedback at each

step of student interaction. However, for its correct functioning, the ITS needs to know

the elements involved in the step-by-step resolution process of the activities. Currently,

the representation of this knowledge in ITSs is context-dependent or linked to the system

interface and the content creation process depends on the teacher, generating an overload

of work.

To address this problem associated with the high cost of creating a knowledge domain,

our approach does not implement a complete knowledge domain, but implements an

ontology that models students and store metadata of LOs associated with the knowledge

domain. In addition, our RS delivers fine-grained LOs (interventions, such as hints),

which are customized to the student’s needs and doubts while studying course content or

solving step-by-step exercises.

Research suggests that much remains to be done in building smarter conversational

agents. Smutny and Schreiberova (2020) evaluated 47 conversational chatbots using the

Facebook Messenger platform, considering attributes of teaching quality, humanity, affec-

tion and accessibility. The authors found that such chatbots range from the basic level

of sending personalized messages to recommending content. State-of-the-art chatbots are

still at the entry level to become AI-powered teaching assistants.

To make the chatbot we created in this work more attractive, we implemented gam-

ification techniques within RS to engage and motivate students in the learning process.

Several studies in the literature indicate that gamification enhances student motivation

and engagement (MENDES et al., 2019), leading to increased interest and perceived com-

petence among students. This, in turn, promotes a more engaging and effective learning

environment (MOREIRA et al., 2022).

In our previous paper (BELIZÁRIO JÚNIOR et al., 2020), we formulate the LORP as

a covering problem, and in this work, we take advantage of this idea to define the LORP

as the SCP, so the LORP becomes able to consider the concepts that the student needs

to learn. It is noted that the related literature uses the Web for the reuse of content

(including from LO repositories) and/or use SW technologies, but they do not combine

the recommendation of fine-grained concepts typical of the step-by-step approach with

the recommendation of content from different areas of knowledge.

This study contributes to the solution of this state-of-the-art challenge by proposing

an approach for the recommendation of LOs from different areas of knowledge considering

concepts at a higher level of granularity. The results (in Chapter 5) demonstrate that

our approach addresses this challenge and the cold-start and rating sparsity problems.

Furthermore, the results also show that most of the students, who used our RS through
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the gamified chatbot, were satisfied and approved the usability of the system. These are

the main advances of our research in relation to the work initially proposed in Belizário

Júnior et al. (2020). Our proposed approach is detailed in the next chapter.
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Chapter 4

Proposed Approach

During the learning process, students encounter difficulties that are natural to the

teaching-learning process. These difficulties can often delay the student’s learning and

leave them unmotivated and behind the rest of the class, with a high chance that they

will not have a satisfactory performance at the end of the course.

These difficulties arise from specific needs of students that must be met so that they

can advance in their learning. To help students overcome these difficulties, in this work,

we propose an intelligent RS based on interventions that combines Collaborative Filtering

(CF) and ontology-based recommendation technique. Furthermore, we created a chatbot,

Anya, combined with gamification techniques to engage and motivate students.

The use of a traditional intent-based chatbot for recommending learning objects is jus-

tified by several factors. Firstly, intent-based chatbots are well-established and reliable,

providing a stable platform for delivering consistent recommendations. These chatbots

are easier to implement and require less computational power compared to generative AI

technologies, making them more accessible and cost-effective for educational institutions.

Additionally, intent-based chatbots allow for greater control over the recommendations,

ensuring that the suggested learning objects align precisely with the educational objec-

tives and curriculum requirements. While generative AI offers advanced capabilities, the

simplicity and efficiency of intent-based chatbots make them a practical choice for educa-

tional settings where reliability and precise alignment with learning goals are paramount.

Two important concepts in this approach are collaborative filtering and intervention.

CF is employed to ensure that the recommended LOs are aligned with the highest ratings

given by other students, thereby enhancing the overall quality of the recommendations.

Besides CF, another crucial concept is intervention, which tailors the learning experience

to meet the specific needs of each student.

An intervention is a refined learning object tailored to the student’s profile to meet

their specific needs. From this definition, we understand that an intervention is a cus-

tomized, small learning object designed to help students overcome their challenges. The

proposed recommender system can be implemented in learning management systems that
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utilize student diagnostic metrics to determine the most suitable intervention for each

student. These interventions aim to mitigate students’ learning difficulties in online ed-

ucation and enhance attention through constant monitoring and feedback. The types of

interventions considered in this context include: definition, usefulness, attention, example

and hint.

The definition of a concept, for example, can be thought of as a refined learning object,

which can be within a video or PDF with text and/or images, depending on the student’s

learning profile. An example can also be considered an intervention. Furthermore, a

definition can be combined with examples, points of attention and usefulness (what is the

concept for) in a coherent manner in the same content, which covers a concept and can

be recommended to address the difficulties inherent in the teaching-learning process.

Some interventions, such as examples and hints, can help students resolve specific

doubts (not necessarily exclusive to a student) and common doubts of the class. Thus,

such interventions can be recommended individually or grouped to meet the learning

context. The disadvantage of grouped recommendations is that they overload the student

with unnecessary interventions, but this grouping makes the recommendation easier and

has a greater chance of meeting the student’s real needs.

Therefore, in the context of this work, we chose to group interventions into didactic

and structured educational resources. Each educational resource is a structured set of

interventions in a PDF file, which has: a header, a definition, what the content is for

(usefulness), points of attention, examples and frequently asked questions with hints as

shown in Figs. 26-28 of Appendix A.

To model students and store metadata of LOs, we implemented an ontology, which

does not model a complete knowledge domain, but stores the metadata (according to

the IEEE-LOM standard) of the LOs associated with the knowledge domain, i.e., the

knowledge domain model is partially implemented by the ontology. The advantage of this

modeling is to avoid the costly task of creating a complete knowledge domain.

Our RS reuses Web content, especially Wikipedia pages, to recommend content from

different areas of knowledge when the ontology LOs are not enough to cover all the con-

cepts that the student needs to learn. Although, in the context of this work, interventions

have been grouped, we show how they can be represented in an ontology to implement

the approach that considers the individual recommendation of interventions. Thus, we

implement, as an example, the hint intervention in the ontology as a possibility for an

even more refined recommendation for learners.

The approach of our RS is prepared for the implementation of interfaces that capture

the users’ search parameters, such as the concepts they need to learn, their preferences

and questions. In the context of this thesis, we use a chatbot as interface because it has

the ability to understand human language, which can be exploited to extract concepts

that the student has to learn or has doubts. These search parameters are stored in an
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The concepts that the student needs to learn are the main search parameter. Such

concepts can be filled explicitly in the ideal LO and/or identified in the student’s intentions

(captured by the chatbot). The intentions recognized by the chatbot are also implemented

in the ontology. Each intention in the ontology has concepts associated with it. Inference

rules are used to suggest LOs that cover at least one of these concepts.

Some intervention LOs, such as hints, are generally created to answer the student’s

doubts/intentions during the study of contents or during the resolution of exercises. These

contents and exercises deal with concepts that generate doubts. The interventions created

especially to solve these doubts are more likely to be recommended (they have higher

quality) than the other LOs of the ontology that cover at least one of the concepts that

the student has not yet mastered. These hints are associated with the intent for which

they were created in the ontology. These quality LOs (hints) are distinguished from the

suggested LOs (SuggestedLOs class) through an inference rule that makes them instances

of the QualityLOs class.

Fig. 4 shows the recommendation model in which the inference rules implemented in

the ontology are used to suggest LOs. If there is at least one uncovered concept, i.e., the

set of suggested and quality LOs do not cover all concepts, then Web content including

Wikipedia pages dealing with the uncovered concepts are transformed into temporary

LOs in the ontology, which are joined with the suggested LOs and the quality LOs to

form the set of collected LOs. The collected LOs are supposed to cover all concepts.

Each collected LO has a cost given by the dissimilarity between the LO and the

user’s search parameters. The parameters title, interactivity type, learning resource type,

interactivity level, semantic density and difficulty are learning objects metadata used to

calculate the cost of collected LOs. These LOs, as well as their costs and the concepts that

the student needs to learn are the input to the algorithms that solve the LORP, which is

a cover problem that aims to recommend lower cost LOs that cover the concepts that the

learner needs to master. To solve LORP, we implemented metaheuristic algorithms such

as GA and PSO, as well as the exact and greedy algorithms, which were compared with

our Lorp algorithm. After solving it, the LOs of the best solution found are recommended

to the learner. The temporary LOs of this recommendation become permanent LOs in

the ontology.

In the following sections, we present the ontology developed during the master’s degree

in Section 4.1 and the improvements made to it in Section 4.2. Section 4.3 presents the

formal definition of LORP based on the SCP. Section 4.4 describes how the cost of LOs is

calculated, and Section 4.5 presents the algorithm we created to solve the LORP. Section

4.6 presents Anya chatbot with gamification, and Section 4.7 describes the technical

modeling of our recommender system.
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MetaMetaData_3, Technical_4, Educational_5, Rights_6, Relation_7, Annotation_8

and Classification_9.

The classes Conbribute, Contribute_2_3, Contribute_3_2, Identifier, Requirement,

Or-Composite, Resource, Taxon and TaxonPath, associated with the IEEE-LOM stan-

dard, are all (non-primitive type) range of some property.

Properties whose range is a set of fixed values, such as the hasDifficulty property that

has the range VeryEasy, Easy, Medium, Difficult and VeryDifficult, were implemented

using the Value Partition pattern (RECTOR, 2005). The name of all classes that follow

this pattern in the ontology ends with ValuePartition, and their subclasses correspond to

fixed values.

The Owlready21 library is a Python module that makes it easy to manipulate ontolo-

gies by loading them as Python objects. This library allows the programmer to import,

edit and save ontologies. The user can create classes, properties and instances, includ-

ing defining property constraints. It is also possible to create new ontologies and make

inferences.

In the next sections, we present the domain model implemented according to the

IEEE-LOM standard and its CLEO extension (Section 4.1.1), the learner model that

corresponds to the FSLSM (Section 4.1.2) and the SWRL rules used to infer the types of

LOs appropriate to the student’s learning style and used to perform the selection of LOs

that are similar to the user’s search parameters (Section 4.1.3).

4.1.1 Domain model

The ontology does not contain the LOs, but their metadata. Each LO has the nine

categories of the IEEE-LOM standard implemented as properties of the LearningObject

class as shown in Fig. 4.

There are four types of LOs in the original ontology (see Fig. 6):

1. Ideal LO: It stores the user’s search parameters, such as the concepts that the

student is expected to learn. The recommended LOs are expected to equal the ideal

LO.

2. Permanent LO: It is the class of LOs permanently stored in the ontology. They

have been created either by the tutor or previously recommended.

3. Suggested LO: It aggregates instances of permanent LOs suggested by inference

rules if they have some similarity to the ideal LO.

4. Temporary LO: It contains instances of LOs from the Web that are temporarily

stored in the ontology if they have some similarity to the ideal LO.

1 Available at: https://pythonhosted.org/Owlready2/
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Table 3 – Resource types recommended for each learner profile

Rule

Learner LOs

Dimension Profile
Learning re-
source type

1 input verbal additionalReading
2 input verbal forumActivity
3 input visual animation
4 understanding global example
5 understanding global realLifeApplication
6 understanding sequential additionalReading
7 understanding sequential animation
8 understanding sequential exercise
9 understanding sequential reflectionQuiz
10 understanding sequential selfAssessment
11 perception intuitive additionalReading
12 perception intuitive exercise
13 perception intuitive reflectionQuiz
14 perception sensing animation
15 perception sensing example
16 perception sensing exercise
17 perception sensing realLifeApplication
18 processing active animation
19 processing active exercise
20 processing active forumActivity
21 processing active selfAssessment
22 processing reflective additionalReading
23 processing reflective example
24 processing reflective reflectionQuiz

4.2 Improvements in Ontology for individualized in-

tervention recommendation

We incremented the ontology proposed in (BELIZÁRIO JÚNIOR; DORÇA, 2018) to

improve the LO recommendation process. In the teaching-learning process, the learner

naturally has doubts when studying content or solving exercises. These doubts may be

related to concepts and LOs. In (BELIZÁRIO JÚNIOR; DORÇA, 2018), the authors

made the recommendation considering only the concepts that the student needs to learn.

In this research, beyond concepts, we consider the learner doubts. Thus, it is possible to

recommend to the students interventions (e.g., hints) related to the concepts about which

they have doubts.
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Table 4 – Two new SWRL rules

Rule Meaning

Rule 33

IdealLOs(?idealLO) ∧ hasState(?idealLO,
activeIdealLO) ∧ Relation_7(?rel) ∧

hasRelation(?idealLO, ?rel) ∧ Resource(?res) ∧
hasResource(?rel, ?res) ∧ Identifier(?ideideal) ∧

hasIdentifier(?res, ?ideideal) ∧ hasEntry_(?ideideal,
?intentName) ∧ Intents(?intent) ∧
hasName(?intent, ?intentName) ∧
hasConcept(?intent, ?keyword) ∧

PermanentLOs(?lo) ∧ General_1(?gen) ∧
hasGeneralData(?lo, ?gen) ∧ hasKeyword(?gen,

?keyword) → SuggestedLOs(?lo)

IF there exists an active
?idealLO such that ?idealLO

has relation with an intent
?intent AND ?intent has

concept ?keyword, which is
covered by a permanent LO ?lo

THEN ?lo is a suggested LO

Rule 34

IdealLOs(?idealLO) ∧ hasState(?idealLO,
activeIdealLO) ∧ Relation_7(?rel) ∧

hasRelation(?idealLO, ?rel) ∧ Resource(?res) ∧
hasResource(?rel, ?res) ∧ Identifier(?ideideal) ∧

hasIdentifier(?res, ?ideideal) ∧ hasEntry_(?ideideal,
?intentName) ∧ Intents(?intent) ∧ hasName(?intent,

?intentName) ∧ PermanentLOs?lo) ∧
hasLearningObject(?intent, ?lo) → QualityLOs(?lo)

IF there exists an active
?idealLO such that ?idealLO

has relations with an intent
?intent AND ?intent has

learning object ?lo THEN ?lo

is a quality LO

4.3 Learning Object Recommendation Problem de-

fined as a Set Covering Problem

In the context of e-learning, imagine a situation in which a student needs to learn four

concepts belonging to the finite set X = {C1, C2, C3, C4}. Consider a collection of subsets

of X given by F = {O1, O2, O3, O4}, where O1 = {C2, C3}, O2 = {C1, C3}, O3 = {C1}

and O4 = {C3, C4}. The sets O1, O2, O3 and O4 have costs 2, 5, 2 and 3, respectively.

Each element of F is a LO that covers a set of concepts. LO O1, e.g., covers the concepts

C2 and C3. In this scenario, the objective is:

❏ Find a set of LOs that together cover all concepts (elements of X) at minimal cost.

This goal is equivalent to the objective of the SCP, and the solution for the previous

example is {O1, O3, O4} with cost 7.

The formal definition of the SCP is as follows. Let A = (aij) be a binary matrix with

m rows and n columns, the goal is to cover all rows using a subset of columns at minimal

cost. Let xj = 1 if the column j (with cost cj > 0) is part of the solution, and xj = 0

otherwise, then the SCP is formulated as:
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cj = diss(Oideal, Oj) (3)

The diss(Oideal, Oj) value is inversely proportional to the degree of similarity between

Oideal and Oj. The result of diss(Oideal, Oj) depends on the proximity between Oideal

and Oj. The parameters of Oideal given by the user are compared with the corresponding

parameters of Oj, such as degree of difficulty, semantic density and learning resource type.

Formally, let αi be the value of the i-th parameter. The calculation of the dissimilarity

between Oj and the user’s search parameters is given by Eq. (4):

diss(Oideal, Oj) =
p∑

i=1

(αi(ideal) − αi(j)) (4)

where p is the number of parameters, αi(ideal) is the value of the i-th parameter of Oideal,

and αi(j) is the value of the i-th parameter of Oj. In this work, we consider six parameters:

❏ Title: the cosine similarity is used to compare the titles.

❏ Interactivity type: each vocabulary term is mapped to a value (active = 0,

mixed = 0.5, expositive = 1) that corresponds to the αi(j) of Eq. (4).

❏ Learning resource type: if the Oideal and the Oj are the same resource type, then

Eq. (4) results in 0, and it results in 1 otherwise.

❏ Interactivity level and semantic density: each vocabulary term is mapped to

a value (verylow = 0, low = 0.25, medium = 0.5, high = 0.75, veryhigh = 1) that

corresponds to the αi(j) of Eq. (4).

❏ Difficulty: each vocabulary term is mapped to a value (veryeasy = 0, easy = 0.25,

medium = 0.5, difficult = 0.75, verydifficult = 1) that corresponds to the αi(j)

of Eq. (4).

Later Belizário Júnior et al. (2020) reformulated this cost as:

cj = diss(Oideal, Oj) + (1− P L
j ) (5)

In this case, the calculation of the cost cj takes into account the prediction P L
j in

addition to the degree of dissimilarity between Oideal and Oj. The relevance that Oj has

for the target learner L is given by the prediction P L
j . This relevance is calculated using

collaborative filtering.

In this work, we improve this cost calculation to make LO recommendations at a

higher level of granularity using interventions for this. The new cost is formally defined

as:

cj = diss(Oideal, Oj) + (1− P L
j + 1− Ij) ∗ max

j∈{1,...,n}
diss(Oideal, Oj) (6)
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where the max operator is a weight given to P L
j and Ij to assign them the same importance

as diss. The value of Ij depends on the recommendation mode used:

❏ Recommendation mode 1 (the less interventions the better): Ij = 0 if Oj

is a intervention-type LO, and Ij = 1 otherwise.

❏ Recommendation mode 2 (the more interventions the better): Ij = 1 if Oj

is a intervention-type LO, and Ij = 0 otherwise.

The RS has two recommendation modes. If the student has doubts when studying

some content or solving an exercise, then the more interventions the better to provide

a more fine-grained recommendation. On the other hand, if the student has no doubts and

needs to learn new concepts, then the less interventions the better to recommend.

In this case, the RS should recommend other types of LOs, such as lectures and exercises.

In this work, the value P L
j in Eq. (6) is the prediction of the rating the target learner

would give to the new Oj. This value represents the importance that the LO has for the

student and is given in a real interval [0, 1], in which the higher its value, the greater

the importance that the LO has for the student. This prediction is calculated using the

k-Nearest Neighbors (kNN) (ADOMAVICIUS; TUZHILIN, 2005) approach proposed in

(TARUS; NIU; KALUI, 2018). We chose this approach because the kNN is a simple

algorithm, whose training phase corresponds to the simple storage of instances, and it

is the most used algorithm in CF (ADOMAVICIUS; TUZHILIN, 2005). It finds the k

students, among those who evaluated the resource Oj, more similar to the target learner.

The goal is to predict the rating the target learner would give Oj using the ratings that

Oj received from other similar students (nearest neighbors).

KB recommendation aggregates knowledge about the student and learning materials

to use them in the recommendation process. The similarity calculation, in this case,

considers only students contextually similar to the target learner L to predict P L
j . For

example, the similarity calculation takes into account only students who have a similar

level of knowledge or learning style as the target learner.

The rating sparsity problem occurs when few students have evaluated the same LO,

and the cold-start problem arises when a new student has not rated any LOs. It is not

possible to make a reliable calculation of similarity in both cases, so information about

students, such as their knowledge level and learning style, can be used in the similarity

calculation to predict P L
j . Thus, the KB recommendation contributes to reducing the

rating sparsity and cold-start problems.

It was possible to simplify the experimental tests without compromising them, using

only the collaborative filtering proposed in (TARUS; NIU; KALUI, 2018), disregarding

the use of KB recommendation, which can be properly used in a real educational context.
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4.5 Proposed heuristic algorithm

We create the lorp_algorithm (Algorithm 1), which employs a heuristic search pro-

cedure (Algorithm 2) to solve the LORP. Unlike the conventional greedy strategy that

selects a single column at each step to build the solution, our algorithm selects a list of

columns at each step, decreasing the number of steps and finding the solution faster.

Given a column set C = {1, ..., n}, the columns chosen in each step are added to the

solution S (which starts empty) until S contains a subset of C that covers all the concepts

of the (m x n) input matrix A = {aij}. The objective of the lorp_algorithm is to find a

solution S to the LORP. The list S starts empty (line 2). While there are rows not yet

covered by solution S (line 3), one or more columns are chosen to compose the solution.

This iterative process (lines 3-25) ends when the objective of the problem is reached, that

is, all rows (concepts) are covered.

Algorithm 1 Lorp algorithm
Input: Matrix A, costs, k, num_roots

Output: S

1: Let num_rows be the number of rows in the matrix
2: S ← Ø
3: while The number of rows covered by S < num_rows do
4: H[j]← calculate the heuristic Gain([j]), ∀j ∈ C − S, according to Eq. (7)
5: jmax ← argmax{H[j],∀j ∈ C − S}
6: Let uncovjmax

be the set of rows covered by jmax and not covered by S.
7: D ← {j | ∀j ∈ C, j covers at least one row in uncovjmax

}
8: if k > |D| then
9: k ← |D|

10: end if
11: topk ← [ ]
12: while |topk| is not equal to k do
13: H[j]← calculate the heuristic Gain([j]), ∀j ∈ D − topk, according to Eq. (7)
14: Let j ← argmax{H[j],∀j ∈ D − topk}
15: topk ← insert(topk, j) . Insert column j at the end of topk

16: end while
17: candidates← heuristic_search(matrix, costs, topk, num_roots, costjmax

, uncovjmax
)

18: Let besti ← argmax{Gain(candidates[i]), 1 ≤ i ≤ |candidates|}
19: Let branch_nodesbest be the mapped columns of the indexes of candidates[besti][0]
20: if Gain(branch_nodesbest) > Gain([jmax]) then
21: S.extend(branch_nodesbest)
22: else
23: S.extend([jmax])
24: end if
25: end while
26: return The best found solution S

The set topk contains the k columns with the highest heuristic gain. The selection of

the column with the highest heuristic gain is executed by the argmax function in lines
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5, 14 and 18. In the event of a tie, the leftmost column in the input matrix is chosen. A

conventional greedy approach would choose the jmax column (line 5), but in our algorithm,

some columns generated from the topk set are also considered as candidates to replace

jmax column. The heuristic gain in line 13 is calculated based on the concepts covered

by jmax and not covered by S. It considers cov as the number of rows covered by both

j and jmax but not covered by S, and uncov as the number of rows covered by jmax but

not covered by j.

Definition 1. The partial solution S ′ is a work-in-progress solution of the Lorp algo-

rithm, whose columns do not yet cover all rows of the input instance, i.e., it is an infeasible

solution.

Definition 2. A branch consists of a list containing three elements: [branch_nodes,

cost, uncov_rows]. The branch_nodes corresponds to the indices of the columns that can

compose the solution, it is a path from the root of the tree (first element) to a leaf node

(the last one). The cost represents the cumulative cost of the columns in branch_nodes.

The uncov_rows list stores the rows covered by jmax but not covered by the branch or

the columns in S’.

Definition 3. A candidate branch is a branch whose uncov_rows is empty, i.e., its

columns cover the rows covered by jmax but not covered by the columns in S’.

The branch_nodes with the highest heuristic gain (candidates[besti][0]) is compared

to jmax and the one with the superior gain is chosen to compose the solution (lines 20-24).

After adding either the jmax column or the columns associated with the best branch to

the solution S, if S covers all rows, then the algorithm returns S; otherwise, the process

continues until all rows are covered.

Gain[j] corresponds to the heuristic gain of the solution S when it receives column

j ∈ C − S. The calculation of Gain is given by:

Gain[j] =
cov

costs[j] ∗ (1 + uncov)
(7)

where cov is the number of rows covered by j and not covered by S, and uncov is the

number of rows not covered by S ∪ {j}.

The variable candidates (line 17) represents a list of branches generated by the pro-

cedure heuristic_search(matrix, costs, topk, num_roots, costjmax
). The first element of

each branch (Def. 2) is a list (branch_nodes) containing a unique combination of column

indices. The branch_nodes are composed of the column indices of the topk set, which

includes the k non-solution columns with the highest Gain.

Each branch_nodes includes at least one column index (a root that derives from topk)

and at most k column indices. Thus, index 1 (associated with column top1) will be the

root of first tree and index 2 (associated with column top2) will be the root of the second
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Algorithm 2 heuristic_search procedure
Input: matrix, costs, topk, num_roots, costjmax , uncovjmax

Output: branches

1: k ← |topk|
2: trees← [ ]
3: size_trees← 0
4: candidates← [ ]
5: size_candidates← 0
6: if num_roots > k then

7: num_roots← k

8: end if

9: for j from 1 to num_roots do

10: new_cost← costs[top_k[j]]
11: uncovj ← {i | ∀i ∈ uncovjmax , matrix[i][j] = 0}
12: new_branch← [[j], new_cost, uncov_j]
13: if uncovj then

14: trees← insertion_sort(trees, new_branch)
15: size_trees← size_trees + 1
16: else

17: candidates← insertion_sort(candidates, new_branch)
18: size_candidates← size_candidates + 1
19: end if

20: end for

21: while trees 6= Ø do

22: head_branch← tree[0] . Get first branch: [branch_nodes, cost, uncov_rows]
23: trees← remove_head(trees) . Remove first branch
24: size_trees← size_trees− 1
25: j ← head_branch[0][−1] + 1 . Gets last element of branch_nodes and add 1
26: while j <= k do

27: new_branch_nodes← head_branch[0] + [j]
28: new_cost← head_branch[1] + costs[top_k[j]]
29: if new_cost > δ ∗ costjmax then

30: j ← j + 1
31: continue . Go to the next iteration of the loop
32: end if

33: uncovj ← {i | ∀i ∈ uncov of head_branch, matrix[i][j] = 0}
34: if uncovj and new_cost > costjmax then

35: j ← j + 1
36: continue . Go to the next iteration of the loop
37: end if

38: new_branch← [new_branch_nodes, new_cost, uncovj ]
39: if uncovj then

40: trees← insertion_sort(trees, new_branch)
41: size_trees← size_trees + 1
42: else

43: candidates← insertion_sort(candidates, new_branch)
44: size_candidates← size_candidates + 1
45: end if

46: end while

47: end while

48: return candidates
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The LORP solution is incrementally constructed in Algorithm 1, which selects the

column with the highest gain (jmax) to insert into solution S, similar to greedy heuristics.

However, before this greedy insertion, it is checked whether there is a combination of

columns (candidates) whose gain is better than jmax. These candidates are columns

that cover all the rows covered by jmax and that are not covered by the partial solution.

Although the candidates may have a higher cost than jmax, they might also cover other

rows not covered by jmax and not yet covered by the partial solution, thus potentially

having a higher gain than jmax, since our heuristic (Eq. 7) evaluates candidate branches

based on both cost and the number of rows covered and not covered by the branches.

Algorithm 2 is the heuristic_search procedure called on line 17 of Algorithm 1 to

perform heuristic search. The heuristic procedure starts building trees from the roots

(lines 9-20), initially generating a number of branches equal to num_roots. Each branch

contains the index of a column j belonging to topk, the cost of j and the uncovj. If uncovj

is different from empty, then the branch is inserted into trees (lines 13-15), otherwise it is

inserted into candidates (lines 16-18). This insertion is ordered by the cost of the branch.

Thus, the first element of trees corresponds to the branch with the lowest cost.

In the loop of lines 21 to 47, the first branch of trees is removed (lines 22-23) and

expanded in the inner loop (lines 26-46). If the cost of the new branch resulting from

the expansion is greater than δ ∗ costjmax
, then the branch is ignored (lines 29-31), as it

is not considered a suitable candidate to replace jmax, otherwise it is either inserted into

trees sorted by cost (lines 39-41) or inserted into candidates sorted by cost (lines 42-44)

depending on whether uncovj is an empty list or has rows not covered by j.

The value δ is a margin that allows a candidate branch to have a cost slightly greater

than jmax, but non-candidate branches, i.e. with non-empty uncov, that exceed this

margin are not expanded further (lines 34-36). When a candidate branch is found, it is

stored in candidates (lines 17 and 43 of Algorithm 2) and is not expanded further, such

as the branch [1, 2, 3, 4], whose columns [9, 7, 5, 8] cover all rows covered by jmax and

not yet covered by the solution.

The Algorithm 1 used to solve the LORP is implemented within our RS. In Chapter

5, we compare the Algorithm 1 with GA, PSO, and the exact and greedy algorithms

to evaluate the time and quality of their recommendations. This LO recommendation

process starts in the interface model, through the chatbot that establishes a friendly

communication channel with the student, and in the knowledge domain model, through

the ontology, which uses inference rules and relies on the reuse of Web content to collect

the LOs that are likely to be recommended to the student. The LOs that bring the subjects

that the student needs to learn and intervention LOs are recommended according to the

student’s need to learn new concepts and solve doubts during the study, respectively.
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4.6 Anya chatbot and gamification

To create a user-friendly and engaging interface for the proposed recommender system,

we developed a chatbot named Anya. This chatbot, implemented in Python using the

Microsoft Bot Framework, leverages our personalized content recommender system to

teach new concepts and address doubts through gamification, thereby enhancing student

motivation. In this study, Anya was trained specifically in a Procedural Programming

course focused on the C language and has been integrated with Moodle, a widely utilized

learning platform in universities.

Table 5 – Chatbot functions/intents in Gamification

Intent Description Example

Learn New Concept Used to learn new concepts about C. I want to learn if (or any other
C topic)

Evaluate Call it to evaluate your experience using the
chatbot.

I want to give you a rating.

Welcome If you feel like having a quick chat, just use
this function.

Good morning.

Capture Profile This function is called when you want to
answer questions from the index of learning

styles.

I want to answer questions from
the index.

Goodbye It’s never a farewell. After this function, a
logoff will be performed.

Bye!

I’m Sad An attempt to cheer you up. I feel bad!

Manual Sends a link to this PDF you are viewing. What can you do?

Show Profile Shows your learning style, score, level, and
ranking.

I want to know my profile.

Practice Sends the user links to questions about the C
programming language.

I want to practice a bit.

Report Bug You will receive a link to a form where you
can send us a detailed message about any

bug you encountered, which will be resolved
quickly.

Report bug.

Clear Doubt Clear all your doubts about C with this
function.

How to use for (what you are
doubtful about).

The chatbot has 11 intents (see Table 5). Each intent is the purpose or goal behind

the user’s messages, crucial for effective automated responses. The personalized content

recommendation intents are: Learn New Concept and Clear Doubt. To evaluate such

LOs, the Evaluate intent must be triggered. Another important intent is the Capture

Profile, which is triggered for the student to answer ILS questions; Anya can show the

student’s profile through Show Profile. In addition, Anya can tell a joke if the student is

sad (I’m Sad), present the user manual (Manual), and encourages the student to put into

practice the acquired knowledge (Practice).
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Table 6 – Actions and rewards

Action Condition Reward Positive Effect

Answer index questions At least one
question

1 pt

Answer a quiz question
(easy) At least one

question

5 pts After 3 consecutive correct answers,
the score for each question increases

by 5%.Answer a quiz question
(medium)

10 pts

Answer a quiz question
(hard)

15 pts

Get a quiz question wrong Got only one
question wrong

1 pt

Clear a doubt
3 pts

If you evaluate the returned
learning object, you will receive a

2-point bonusLearn something new

Table 7 – Gamification levels

Level Name Ceiling score

Level 1 Beginner 1 5

Level 2 Beginner 2 15

Level 3 Beginner 3 30

Level 4 Prodigy 1 50

Level 5 Prodigy 2 75

Level 6 Prodigy 3 120

Level 7 Highlight 1 200

Level 8 Highlight 2 280

Level 9 Highlight 3 360

Level 10 Star 1 420

Level 11 Star 2 500

Level 12 Star 3 600

Level 13 Computer Scientist 1 700

Level 14 Computer Scientist 2 800

Level 15 Computer Scientist 3 1000

MAX Level Turing’s Pride -

The intentions Capture Profile, Practice, Clear Doubt and Learn New Concept are

related, respectively, to the following actions: answering ILS questions, getting quiz ques-

tions right or wrong, resolving a doubt and learning something new. The way each action

is scored is presented in Table 6. The gamification process considers the level of the

questions and the maximum number of errors to define the student’s reward. In addition,

there are positive effects that increase the percentage of points earned if the student gets
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more than three correct answers in a row or if the learner evaluates at least one of the

recommended LOs.

As students earn points, they move up a level and earn badges. Learners can reach 16

different levels. To leave a level and move on to the next one, it is necessary to surpass

the maximum score (ceiling score) of the current level. Table 7 shows all the levels with

their respective maximum scores. For example, a student with a score greater than 30

and less than or equal to 50 is at level 4, which corresponds to a Prodigy 1. Regarding

achievements, students can earn up to 9 badges as shown in Table 8.

Table 8 – Achievements (badges)

Name Condition Score

Knows everything about you Completed all questionnaire questions 20

Your opinion matters Gave feedback on the chatbot (positive or
negative)

15

Truly a prodigy Achieved Prodigy Level 1 5

You are my highlight Achieved Highlight Level 1 10

You are my sunshine Achieved Star Level 1 20

A new scientist emerges Achieved the impressive Computer Scientist
Level 1

30

Turing would be proud Reached the maximum level (Achieved >900
points)

100

You are a machine Answered 10 quiz questions correctly in a row 15

Always right, right, and right Answered 15 quiz questions correctly in a row 20

Upon registering in the RS through the chatbot, students are prompted to honestly

answer at least 8 questions from the ILS questionnaire, 2 questions from each dimension.

This helps mitigate the cold-start problem. For each question answered, the student

earns 1 point, encouraging them to complete the remaining ILS questions throughout

their learning process. Students also accumulate points by correctly answering easy (5

pts), medium (10 pts), or difficult (15 pts) quiz questions; resolving doubts or learning new

concepts (3 pts); and evaluating the recommended LOs (2 pts). Additionally, students

receive badges, such as “Knows everything about you”, for completing all ILS questions,

which aids in tailoring the recommended LOs to each student’s learning style.

After logging into the system, the student is invited to answer more ILS questions

so that the system can capture his/her profile more accurately. In Fig. 13, there is an

example in which the student chooses not to answer the IDL questions, preferring to

clarify a doubt by typing “How to use the while loop”. Subsequently, at least one group

of interventions is provided. This group is a standardized educational PDF (1-4 pages)

comprising five succinct interventions: definition of the concept, its purpose, key points

to note, examples of its usage, and answers to frequently asked questions related to the

concept.
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gamification routes that allow for capturing and updating the student’s score, level, and

achievements, and returning question-type LOs used to compose the quizzes.

Although the ontology stores the metadata of the LOs and students, which is impor-

tant for inferences that assist in the recommendation process, some information about

these entities is stored in the database, avoiding unnecessary access to the ontology

through routes that do not depend on inference, making the recommender system more

efficient in response time for the end user.
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Chapter 5

Experimental Results

5.1 Computational results and comparison of algo-

rithms

The algorithms were implemented in Python 3 using numpy, math, random and statis-

tics libraries. The experiments were run on a notebook with AMD Quad-Core A10-9600P

2.40 GHz/8G and Windows 10 OS.

We have employed statistical tests designed to detect significant differences and to

estimate their magnitude from the tests performed. The experiments were designed as

a randomized complete block design (RCBD). By treating the problems as blocks, it

was possible to model and remove the effects of different instances on the performance

of the algorithm and obtain an overall performance difference across all test instances

used (MONTGOMERY, 2012). The null hypotheses of absence of differences among the

methods evaluated over all problems were considered against two-sided alternatives. To

avoid the assumptions of normality, Wilcoxon test (non-parametric) was employed.

After testing for significance, least squares estimators of the block (instance) effects

were obtained and subtracted from the samples, thus allowing a problem-independent

estimation of the effect size for each algorithm (MONTGOMERY, 2012). The estimations

of effect size were calculated by Tukey’s test for post-hoc analysis (TUKEY, 1949).

5.1.1 Benchmark instances and dataset

The dataset has 24 instances, as shown in Table 9. Note that there are 6 different

values (2, 6, 10, 25, 40, 55) for the number of rows (concepts) and 4 values (100, 500,

2000, 10000) for the number of columns (LOs). Each instance was solved 10 times to

find the average runtime, the average prediction and the average number of interventions.

The tests were executed in two recommendation modes, the less/more interventions the

better, which were explained in Section 4.4.
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Table 9 shows features of a small dataset that we created to test solutions to the LORP.

The benchmark instances simulate the educational context. The main characteristics of

the instances are the name of instances (Inst), the number of rows (m), the number of

columns (n) and the density. Instances were created to have densities equal to either 10%,

20% or 50%.

Table 9 – The main features of the used benchmark instances
Inst m n Density (%) Inst m n Density (%)

1 2 100 50 13 25 100 10
2 2 500 50 14 25 500 10
3 2 2000 50 15 25 2000 10
4 2 10000 50 16 25 10000 10
5 6 100 50 17 40 100 10
6 6 500 50 18 40 500 10
7 6 2000 50 19 40 2000 10
8 6 10000 50 20 40 10000 10
9 10 100 20 21 55 100 10
10 10 500 20 22 55 500 10
11 10 2000 20 23 55 2000 10
12 10 10000 20 24 55 10000 10

Each instance is composed of the input matrix and a cost vector (see Fig. 11), but in

our dataset, this vector is interpreted as a dissimilarity vector that is used to calculate

the cost vector. The number of columns covering each row of the input matrix is defined

by the density of the instance. For example, if the density is 10%, then for each row of

the input matrix, 10% of the total number of columns are randomly chosen to cover it.

The input matrix and the dissimilarity vector of the instances were created to simulate

a real-world scenario. Dissimilarity (diss in Eq. (6)) is an integer value ranging from 1

to 10% of the number of columns in the instance. For example, in 500-column instances,

the columns from 1 to 10 have diss = 1, columns from 11 to 20 have diss = 2, and so on.

Note that the last 10 columns have diss = 50 (10% of 500 columns).

In addition to diss, it is necessary to determine P L
j and Ij to calculate the cost using

Eq. (6). To determine the variable P L
j , we use the rating matrix with the ratings the

students gave for LOs they evaluated (see Table 10). It has 30 students (each one in a

row) and 50 LOs, each in a column; they correspond to the first 50 LOs of the instances.

The value of row i and column j corresponds to the grade, in an integer interval [1, 5],

that student i gave to LO j. If this grade is 0, then student i has not rated LO j. The

first row of the rating matrix is used to identify the type of each LO. The value of the

first row and column j is 1 if the LO j is of the intervention type. Otherwise, the value is

0. Half of the LOs (25) were randomly chosen to be of the intervention type. The other

LOs of each instance (O51, O52, ..., On) have Ij = 0.5 in both recommendation modes

(the less/more interventions the better).

The variable Ij is related to interventions, which include definitions, usefulness, at-

tention points, examples, and hints. These interventions are grouped into didactic and
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structured educational resources, each presented as a PDF file containing a header, defi-

nition, usefulness, attention points, examples, and frequently asked questions with hints,

as illustrated in Figures 26-28 of Appendix A

For the first 50 LOs of each instance it is possible to predict P L
j . The other LOs of

each instance (O51, O52, ..., On) were not rated by any student (cold-start problem), so

the prediction value assigned to them is given by the arithmetic mean of the ratings of

the LOs evaluated by the target student L.

For the execution of the tests, the target student L11 was chosen in Table 10. The k-

NN algorithm used to calculate the prediction is set to k = 3. It finds the three students,

among those who evaluated the resource Oj, more similar to the learner L11.

5.1.2 Selected algorithms and parameters

In this work, GA, PSO, Exact, Greedy and Lorp algorithms were considered for the

LORP solution. We utilized the genetic algorithm proposed by (BELIZÁRIO JÚNIOR;

DORÇA, 2018). In this algorithm, each individual is represented by a vector of integers

with m positions, corresponding to the number of rows. The integer value at position

i represents the column that covers row i. Tournament selection is used to choose four

individuals (forming two pairs). In each iteration, two new individuals are generated by

applying a fitness-based crossover operator to each pair. A mutation is applied with a

probability of 10%, where a randomly selected LO (integer value) is replaced with another.

Two individuals with below-average fitness are randomly selected to be replaced by the

two newly generated individuals.

The second algorithm employed to solve the LORP is an adaptation of PSO, known

as Jumping Particle Swarm Optimization (JPSO) (BALAJI; REVATHI, 2016). In this

algorithm, each particle is represented as a binary vector, where each element is 1 if the

corresponding column belongs to the particle and 0 otherwise. Each particle retains the

best position it has encountered (p_best) and, with a certain probability, moves towards

either its p_best or the global best position (g_best) through a merge procedure. For

the tests conducted, ten particles were used. The JPSO typically converges within the

initial iterations, demonstrating its efficiency in quickly finding optimal or near-optimal

solutions.

The third algoritm is the Exact, which belongs to the Pulp library (MITCHELL;

OSULLIVAN; DUNNING, 2011), which is an open source package written in Python to

express linear programming models in a way similar to the conventional mathematical

notations. The Greedy algorithm (GOLAB et al., 2015) is the fourth algorithm used in

testing and was implemented as described in (BELIZÁRIO JÚNIOR et al., 2024); the

goal is to cover all concepts, using a number of columns at most equal to the number of

rows (m) of the input matrix. Therefore, for solving the LORP, the Greedy algorithm is

configured with s = 1 and k = m.
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Table 10 – Rating matrix used in testing
O1 O2 O3 O4 O5 O6 O7 O8 O9 O10 O11 O12 O13 O14 O15 O16 O17 O18 O19 O20 O21 O22 O23 O24 O25 O26 O27 O28 O29 O30 O31 O32 O33 O34 O35 O36 O37 O38 O39 O40 O41 O42 O43 O44 O45 O46 O47 O48 O49 O50

type 1 0 0 1 1 0 1 0 1 0 1 1 0 0 0 0 1 0 1 1 1 0 1 1 0 0 1 1 1 0 0 0 1 1 1 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0
L1 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
L2 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
L3 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
L4 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
L5 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
L6 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
L7 0 2 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
L8 0 2 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
L9 0 2 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

L10 0 1 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
L11 0 2 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
L12 0 3 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
L13 0 0 0 1 3 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 4 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
L14 0 0 0 1 3 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 4 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
L15 0 0 0 1 3 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 1 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
L16 0 0 0 2 3 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 2 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
L17 0 0 0 1 4 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 3 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
L18 0 0 0 1 5 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 4 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
L19 0 0 0 0 0 0 1 2 4 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 2 3 5 0 0 0 0 0 0 0 0 0 0 0 0 0
L20 0 0 0 0 0 0 1 2 4 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 3 3 4 0 0 0 0 0 0 0 0 0 0 0 0 0
L21 0 0 0 0 0 0 1 2 4 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 3 4 3 0 0 0 0 0 0 0 0 0
L22 0 0 0 0 0 0 1 2 3 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 2 2 3 0 0 0 0 0 0 0 0 0
L23 0 0 0 0 0 0 1 3 3 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 3 3 5 0 0 0 0 0
L24 0 0 0 0 0 0 2 3 4 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 5 1 4 0 0 0 0 0
L25 0 0 0 0 0 0 0 0 0 0 1 2 3 4 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 2 3 4 2
L26 0 0 0 0 0 0 0 0 0 0 1 2 3 4 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 3 5 3 1
L27 0 0 0 0 0 0 0 0 0 0 1 2 3 4 5 2 3 1 5 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
L28 0 0 0 0 0 0 0 0 0 0 2 2 3 5 5 1 2 2 4 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
L29 0 0 0 0 0 0 0 0 0 0 3 2 3 3 4 0 0 0 0 0 5 1 4 5 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
L30 0 0 0 0 0 0 0 0 0 0 1 1 2 2 4 0 0 0 0 0 3 2 5 5 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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The lorp_algorithm (Algorithm 1) proposed in this work was used in numerical exper-

iments to determine the values of the parameters k, num_roots and δ. Various combi-

nations of values for these parameters were tested until the best configuration was found.

The optimal configuration identified was k = 153, num_roots = 38 and δ = 1.3, which

was used to run the tests.

5.1.3 Comparison of the versions of each algorithm with and

without prediction

The validation of the variables used in the cost calculation does not depend on the

algorithm used to solve the LORP. In fact, we have shown this in a previous work (BE-

LIZÁRIO JÚNIOR et al., 2023), in which the cost variables were validated using the

GA, JPSO, Exact and Greedy algorithms. Therefore, to evaluate the collaborative filter-

ing (prediction) implemented in the proposed approach, we use only the Lorp algorithm

(Algorithm 1) and the Exact algorithm to solve the LORP.

Two versions of each algorithm were implemented. The difference between them relates

to how the cj cost is calculated. In the first, the cost is calculated by Eq. (8), which does

not use the variable P (prediction), while in the second, the cost is calculated by Eq. (6),

which uses the prediction.

cj = diss(Oideal, Oj) + (1− Ij) ∗ max
j∈{1,...,n}

diss(Oideal, Oj) (8)

The two versions of each algorithm are compared in Table 11. In the No columns, cj

is calculated by Eq. (8), and in the Yes columns, cj is calculated by Eq. (6). Each LO

in the solution has a rating that is either given in Table 10 or predicted by calculating

Pj. The results obtained for the experimental comparison are summarized in Table 11,

which reports the mean values of the 10 runs (replications). These values represent the

importance that the LO has for the student. The closer to 1, the greater the importance

that the LO has for the student.

From Table 11, it can be seen that the Yes variables have a higher median value

than No variables in the two recommendation modes (the less/more interventions the

better). This means that the use of collaborative filtering (variable Pj) contributes to the

recommendation of the LOs with the best rating for the student.

For each algorithm analyzed, the differences between the Yes and No variables (us-

ing or not using the predictive variable in the cost function) are statistically significant

(p-value < 0.05). Table 12 summarizes the results of the statistical analysis (p-value)

and the magnitude of the statistically significant differences (magnitude diff ). The gain

in using the CF is greater when the more interventions the better, with the magnitudes

of the differences reaching the maximum value of 0.11, approximately. This difference

demonstrates that the use of P (collaborative filtering) in the calculation of the objective
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Table 11 – Comparison of the average ratings in the solutions with (Yes) and without
(No) the P variable in solving the LORP

The less interventions the better The more interventions the better

Instance

Exact Lorp alg. Exact Lorp alg.

No Yes No Yes No Yes No Yes

1 0.697 0.730 0.730 0.730 0.697 1.000 0.697 1.000

2 0.697 0.809 0.730 0.809 0.697 0.995 0.697 0.995

3 0.596 0.809 0.596 0.809 0.697 0.995 0.697 0.995

4 0.697 0.809 0.697 0.809 0.697 0.929 0.697 0.929

5 0.734 0.753 0.703 0.703 0.697 0.929 0.697 0.929

6 0.697 0.753 0.697 0.753 0.601 0.929 0.686 0.929

7 0.663 0.753 0.663 0.714 0.697 1.000 0.697 1.000

8 0.697 0.787 0.674 0.787 0.843 0.856 0.843 0.900

9 0.734 0.734 0.734 0.734 0.625 0.723 0.625 0.723

10 0.717 0.753 0.745 0.756 0.697 0.810 0.697 0.813

11 0.746 0.746 0.672 0.746 0.810 0.813 0.751 0.813

12 0.697 0.701 0.705 0.697 0.697 0.798 0.697 0.846

13 0.709 0.735 0.698 0.731 0.729 0.731 0.741 0.761

14 0.698 0.698 0.699 0.698 0.725 0.734 0.729 0.750

15 0.722 0.715 0.706 0.715 0.781 0.783 0.766 0.781

16 0.706 0.713 0.646 0.699 0.728 0.765 0.722 0.773

17 0.692 0.709 0.710 0.750 0.721 0.721 0.733 0.733

18 0.703 0.726 0.704 0.713 0.720 0.764 0.717 0.765

19 0.639 0.709 0.661 0.704 0.749 0.734 0.731 0.761

20 0.695 0.719 0.712 0.734 0.731 0.774 0.714 0.774

21 0.713 0.714 0.711 0.712 0.744 0.744 0.732 0.737

22 0.658 0.706 0.658 0.720 0.711 0.735 0.710 0.742

23 0.658 0.715 0.668 0.726 0.734 0.734 0.711 0.764

24 0.719 0.711 0.700 0.711 0.665 0.763 0.670 0.767

Median 0.697 0.728 0.700 0.728 0.715 0.778 0.710 0.777

Table 12 – Estimated difference in average performance between the prediction variables
(No/Yes)

The less interventions the better The more interventions the better

Exact Lorp alg. Exact Lorp alg.

p-value < .001 < .001 < .001 < .001

Magnitude diff 0.0428 0.0433 0.1069 0.1177

Note: If p-value < 0.05, then there is a statistically significant difference between the variables.
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The two versions of each algorithm are compared in Table 13. In the No columns, cj

is calculated by Eq. (9), and in the Yes columns, cj is calculated by Eq. (6). In Table 13,

each value corresponds to an average number of interventions of the 10 runs (replications).

Table 13 – Comparison of the average number of interventions in the solutions with (Yes)
and without (No) the I variable in solving the LORP

The less interventions the better The more interventions the better

Instance
Exact Lorp Exact Lorp

No Yes No Yes No Yes No Yes
1 1 0 1 0 1 1 1 1
2 2 0 2 0 2 2 2 2
3 2 0 2 0 2 2 2 2
4 2 0 2 0 2 2 2 2
5 2 0 2 0 2 2 2 2
6 2 0 2 0 2 2 2 2
7 1 0 1 0 1 1 1 1
8 2 0 2 0 2 2 2 3
9 3 0 3 0 3 3 3 3
10 2 0 1 0 2 4 1 4
11 1 0 1 0 1 4 1 4
12 3 0 2 0 3 3 2 4
13 2 1 3 1 2 8 3 7
14 2 0 2 0 2 6 2 7
15 5 0 4 0 5 8 4 8
16 2 0 3 0 2 8 3 6
17 6 0 6 2 6 10 6 11
18 7 0 7 0 7 10 7 10
19 3 0 2 0 3 5 2 5
20 3 0 3 0 3 9 3 9
21 5 2 5 2 5 9 5 11
22 3 1 6 0 3 9 6 6
23 4 0 4 0 4 11 4 8
24 3 0 3 0 3 5 3 7

Median 2.0 0.0 2.0 0.0 2.0 4.5 2.0 4.5

Table 14 – Estimated difference in average performance between the intervention variables
(No/Yes)

The less interventions the better The more interventions the better
Exact Lorp Exact Lorp

p-value < .001 < .001 0.001 < .001
Magnitude diff -2.6667 -2.6667 2.4167 2.3333
Note: If p-value < 0.05, then there is a statistically significant difference
between the variables.

From Table 13, it can be seen that the Yes variables have a lower median value than

No variables in the two algorithms when the less interventions the better. On the other

hand, Yes variables have a higher median value than No variables in both algorithms when

the more interventions the better. These differences are statistically significant, as shown

in Table 14. This table shows the p-value and magnitude of the differences between the

analyzed samples.
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less interventions the better, while not using the I variable decreases the quality of the

solutions in relation to the expected amount of interventions.

Therefore, the variables P and I used in Eq. (6) contribute significantly to the rec-

ommendation of solutions with the best-rated LOs and with an appropriate number of

interventions. Specifically, the P variable leverages CF to ensure that the recommended

LOs align with the highest ratings given by students, enhancing the overall quality of

the recommendations. On the other hand, the I variable integrates the concept of in-

terventions from ITS, such as hints, feedback, and examples, to personalize the learning

experience further. This dual approach ensures that the system not only suggests high-

quality LOs but also tailors the recommendations to the student’s specific learning needs

and preferences. Moreover, when the recommended LOs do not cover all the concepts the

student needs to learn, the system seeks additional educational resources on the Web to

fulfill the student’s requirements, thereby ensuring comprehensive coverage of the neces-

sary knowledge.

5.1.5 Comparison between algorithms

The algorithms are compared based on the objective function in Eq. (2), and the cj

is calculated in terms of the variables I and P, according to Eq. 6.

Data under analysis from Table 15 do not have a normal distribution, so we used a

median value and the magnitude diff to compare the algorithms. The bottom of Table

15 shows that the objective function values of the Exact, Greedy and Lorp algorithms

are almost equal when the less interventions the better. However, the difference between

the algorithms is statistically significant. This table also summarizes the results of the

statistical analysis (p-value) and the magnitude of the statistically significant differences

(magnitude diff ). According to the magnitude diff, the Lorp algorithm has the best

performance in both recommendation modes.

When the less interventions the better, the Greedy, JPSO, GA and Lorp algorithms

find the exact solution for 8, 16, 5, and 10 out of 24 instances, respectively; and when the

more interventions the better, they find the exact solution for 9, 17, 8, and 10 out of 24

instances. Thus, JPSO is the algorithm that finds the largest number of exact solutions

and, on the other hand, finds bad solutions for some instances. In both recommendation

modes, the second best algorithm for finding exact solutions is Lorp and the worst is GA.

In both recommendation modes (Figs. 21 and 22) the Greedy and Lorp algorithms

have better average runtime than the Exact algorithm in almost all instances. The down-

side of the Exact algorithm is that it is very time consuming for larger instances. There-

fore, the Exact algorithm would be the best option for solving small instances of the

LORP, but if the shortest time is the priority, then the Greedy and Lorp algorithms are

the best. In this case, GA and PSO are not good candidates for solving LORP as they

are very time consuming.
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Table 15 – Comparison between the objective functions of the selected algorithms

The less interventions the better The more interventions the better

Instance

Objective function Objective function

Exact Greedy JPSO GA Lorp Exact Greedy JPSO GA Lorp

1 3.70 3.70 3.70 3.70 3.70 3.00 3.00 3.00 3.00 3.00

2 11.54 11.54 11.54 11.54 11.54 5.54 5.54 5.54 5.54 5.54

3 40.14 40.14 40.14 40.14 40.14 7.16 7.16 7.16 61.64 7.16

4 192.72 192.72 192.72 306.69 192.72 146.96 146.96 146.96 305.69 146.96

5 8.94 9.94 8.94 8.94 9.94 6.42 6.42 6.42 6.42 6.42

6 27.70 27.70 27.70 27.70 27.70 12.10 12.10 12.10 12.10 12.10

7 104.78 119.54 135.19 117.54 119.54 3.00 3.00 3.00 3.00 3.00

8 430.62 430.62 430.62 845.69 430.62 293.79 306.59 293.79 716.29 306.59

9 16.97 16.97 16.97 18.53 16.97 14.32 15.59 14.32 14.32 14.32

10 59.39 59.76 59.39 71.36 59.76 45.96 46.42 45.96 92.40 46.42

11 158.69 158.69 189.25 485.17 158.69 158.67 158.67 158.67 413.42 158.67

12 905.04 917.58 1108.31 2189.99 917.58 613.39 768.15 624.19 2685.58 624.19

13 48.22 53.25 48.22 50.76 53.25 55.21 64.50 55.21 57.72 62.47

14 192.55 222.87 192.55 254.56 206.71 191.46 215.22 191.46 236.13 214.45

15 625.47 717.39 625.55 1257.47 625.47 515.31 585.02 538.31 1224.17 529.39

16 2660.89 2660.89 3444.26 5727.27 3019.76 2698.76 3146.53 3656.06 5555.17 2910.57

17 82.16 98.88 82.16 85.62 87.51 64.65 68.07 64.65 64.65 68.07

18 226.99 252.46 226.99 330.86 230.77 186.03 217.58 186.03 223.23 200.26

19 916.26 1176.03 1047.46 1317.33 1068.93 835.85 923.48 931.93 1239.10 955.09

20 3590.66 4134.67 5959.25 6974.66 4155.28 2895.72 2895.72 3507.50 7084.56 2895.72

21 96.07 101.14 96.07 97.74 103.14 90.74 112.86 90.74 90.74 103.80

22 263.29 300.30 263.29 328.35 305.83 298.24 335.71 298.24 376.19 306.92

23 926.44 1021.48 977.89 1552.46 1054.84 775.24 825.40 776.32 1445.43 869.12

24 4145.79 4341.13 6234.57 8427.45 4145.79 4349.17 5224.31 6591.95 9483.64 4916.92

Median 175.62 175.70 190.90 280.63 175.70 152.81 152.81 152.81 229.68 152.81

p− value < 0.001 0.009 < 0.001 < 0.001 < 0.001 0.022 < 0.001 < 0.001

Magnitude diff 55.5991 236.9883 616.5216 54.6315 76.1392 164.2840 713.8942 45.8527

Note: If p-value < 0.05, then there is a statistically significant difference between the variables.
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and approved of the system’s usability, agreeing with 13 positive statements. However,

they remained neutral regarding three statements that suggest certain limitations of the

system in addressing all student doubts (Q3, Q4) and in presenting an attractive layout

(Q11).

Of the six educational resources corresponding to the aggregated interventions, four

were evaluated by the students, of which two received opinions. The average evaluation

score was 4.2 and the two student opinions were: “I found it extremely intuitive and

organized. The explanation was very clear and direct. I loved it!!” and “I found the

material very succinct, easy to understand, good for beginners”. Thus, the students

evaluated the recommended interventions well, suggesting that the materials are reliable.

On the other hand, the number of interventions was insufficient, as they were created

only for the content of the students’ first test of the semester. Consequently, they did not

address all the students’ doubts, which is why the students were neutral in statements

Q3 and Q4. In addition to the interventions, the LOs recommended for learning new

concepts were also well received by the students, supporting the second hypothesis that

“Recommended LOs meet the students’ knowledge and learning style and are useful for

assisting them in learning and problem solving.”
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Chapter 6

Final Remarks

In this work, we proposed an approach that uses collaborative filtering and the reuse

of web content for the recommendation of LOs based on concepts. Our approach reduces

the cold-start and rating sparsity problems through the ontology-based recommendation,

which uses an ontology to model students’ knowledge and learning resources. We for-

mulated the LORP as a covering problem so that the recommendation of LOs took into

account the concepts that the student needs to learn. In addition, we implemented the

hint type in an ontology for a more fine-grained recommendation of LOs, which is com-

bined with the reuse of web content to overcome the lack of refined concepts in RSs and

the low content diversity of ITSs, respectively.

A set of 24 benchmark instances created to simulate a real scenario was used to exe-

cute the experiments. When the RS considers the variables P (collaborative filtering) and

I (intervention LOs) in calculating the cost of the solutions, the quality of the solutions

improves in terms of the average rating and the number of expected interventions accord-

ing to experimental results. The Exact, Greedy and Lorp algorithms are good strategies

to find these solutions for instances that simulate the educational context. If the best

runtime is the priority, then the best algorithm is the Greedy, but it finds the best solu-

tion in only 37.5% of instances, while JPSO and Lorp are exact in 66.7% and 41.7% of

the instances, respectively. Thus, the Lorp algorithm presents better solutions than the

greedy one, increasing the execution time slightly, while GA and JPSO can consume a lot

of time for some instances in the educational context.

Moreover, the implementation of the Anya chatbot within the Moodle environment

demonstrates the practical applicability and integration of our RS in real-world educa-

tional settings. Incorporating gamification elements in Anya increased student engage-

ment and provided an innovative way to track and enhance learning progress. The chat-

bot’s ability to interact naturally with students and provide timely recommendations

based on their individual needs and learning styles highlights the potential for combining

advanced algorithms with intuitive interfaces. These results emphasize the importance of

integrating pedagogical methods with modern technology to enhance learning experiences.
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6.1 Main Contributions

In this section, we highlight the main contributions of our research, focusing on the

development and implementation of a hybrid recommender system that combines CF and

ontology-based techniques to personalize learning object recommendations according to

students’ needs. When the LOs do not cover all the concepts that the student needs to

learn, additional educational resources are sought on the Web to satisfy the student’s

needs. The key contributions include:

❏ Ontology-Based Knowledge Modeling: An ontology was implemented to store

metadata of LOs associated with the knowledge domain, avoiding the costly task of

creating a complete knowledge domain. This ontology supports the RS in delivering

context-specific and personalized learning interventions.

❏ Formulation of LORP as a Coverage Problem: We formalized the Learning

Object Recommendation Problem (LORP) as a set covering problem (SCP), inte-

grating CF and fine-grained LOs to address the specific concepts students need to

learn.

❏ Development of a Fine-Grained Recommender System: Our RS provides

personalized recommendations of fine-grained LOs, such as hints, from diverse

knowledge areas. This approach enhances the granularity and relevance of rec-

ommendations, improving upon existing systems that do not combine fine-grained

concepts with multi-disciplinary content.

❏ Integration of an Intelligent Chatbot with Gamification: The creation of

the Anya chatbot, which utilizes gamification techniques to engage and motivate

students, represents a significant advancement. This intelligent interface tutors

students, facilitates more engaging dialogues, and supports the teaching-learning

process by reducing pedagogical difficulties.

❏ Validation and Usability: The proposed RS was validated within the Moodle

environment with first-year Computer Science students. The results indicated high

levels of student satisfaction and usability, with positive feedback on the recommen-

dations provided by the system.

6.2 Limitations and Future Work

Building on the foundations laid by this research, several avenues for future work are

proposed. Future research should focus on expanding the ontology to cover a broader

range of subjects and concepts. This expansion will enable the RS to provide even more
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comprehensive and diversified learning support. Incorporating more sophisticated gami-

fication elements, such as adaptive difficulty levels, personalized rewards, and interactive

storytelling, can further enhance student engagement and motivation. Improving the NLP

capabilities of the chatbot to better understand and respond to complex student queries

will make the interaction more natural and effective. In addition, conducting longitudinal

studies to assess the long-term impact of the RS on student learning outcomes, retention

rates, and academic performance will provide deeper insights into its effectiveness and

areas for improvement.

One significant limitation of this research is the scalability of the ontology and the

recommender system. While the current model performs well within the scope of the

study, expanding the ontology to accommodate a wider array of subjects and concepts

may pose challenges in terms of data management and system performance. Future work

should explore scalable solutions and optimization techniques to ensure that the system

can handle increased complexity without compromising speed or accuracy.

Additionally, in future work, probabilistic inference can be explored to determine

students’ learning styles. Techniques such as Bayesian networks and Gaussian mixture

models can be utilized to estimate the likelihood of various learning preferences based on

observable behaviors and interactions. This approach has the potential to significantly en-

hance the personalization of educational content by dynamically adapting to the inferred

learning styles, thereby improving student engagement and learning outcomes.

Furthermore, other personality traits of students can also be explored. This research

primarily focused on certain learning styles, but incorporating a broader range of per-

sonality traits, such as those defined by the Big Five personality traits (openness, con-

scientiousness, extraversion, agreeableness, and neuroticism) and self-regulated learning

behaviors, could provide a more holistic understanding of student needs. By integrat-

ing these factors, the recommender system could offer more personalized and effective

learning interventions.

Moreover, the current study did not extensively address the diversity of learning en-

vironments and contexts. Future research should investigate how the RS performs across

different educational settings, including online, hybrid, and traditional classroom environ-

ments. This would help in understanding the adaptability and effectiveness of the system

in varied contexts, thereby broadening its applicability and impact.

Additionally, ethical considerations and data privacy concerns were beyond the pri-

mary scope of this research but are crucial for the broader implementation of RS in

educational settings. Future studies should rigorously examine the ethical implications of

using student data for personalized learning and ensure robust privacy protection mea-

sures are in place. This will not only enhance trust among users but also align with

regulatory standards and best practices in data management.

Lastly, the integration of more advanced analytics and reporting tools could signif-
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icantly benefit educators and administrators by providing deeper insights into student

progress and learning patterns. Future developments should focus on creating user-

friendly dashboards and analytical tools that allow stakeholders to make data-driven

decisions to further improve educational outcomes.

6.3 Contributions to Bibliographic Production

During the doctoral studies, we have made some contributions to the field through

important publications. These publications collectively demonstrate the significant strides

made in the field of personalized education through the innovative application of bio-

inspired algorithms, Semantic Web technologies, and ontology-based systems. Below are

summaries of four significant articles that showcase the breadth and depth of this research:

❏ Avanços na Recomendação Personalizada de Objetos de Aprendizagem

Através da Utilização de Meta-heurísticas Clássicas Associadas aos Prob-

lemas de Cobertura de Conjuntos e de Máxima Cobertura: Uma Análise

Experimental (BELIZÁRIO JÚNIOR et al., 2020): A limitation of recommender

systems is their inability to ensure that the recommended LOs cover all the con-

cepts a student needs to learn. To address this challenge, this paper formulates

the Learning Object Recommendation Problem (LORP) as a Set Covering Problem

and a Maximum Covering Problem, both of which are NP-Hard class problems.

Greedy and evolutionary metaheuristics were appropriately adapted, resulting in a

promising approach to solving the LORP. This approach provides more personal-

ized content for students by using an ontology that models their knowledge, needs,

learning styles, and search parameters.

❏ Personalized Recommendation of Learning Objects Through Bio-inspired

Algorithms and Semantic Web Technologies: an Experimental Analysis

(PEREIRA JÚNIOR et al., 2020): The growing need to utilize the Web as a learning

resource while providing personalized recommendations presents a significant chal-

lenge. In this context, this paper introduces an approach that integrates Semantic

Web technologies with bio-inspired algorithms to perform personalized recommenda-

tions of LOs using local repositories and Web resources. Web resources are retrieved

and structured as LOs, enabling the automatic generation of metadata and reduc-

ing the workload for course tutors. Experiments were conducted to determine the

most suitable bio-inspired evolutionary algorithm for this task. Additionally, the

quality of recommendations, considering both local repositories and the Web, was

examined. Initial experiments evaluating the efficiency of the proposed approach

have demonstrated promising results.
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❏ Solving the Individualized Instructional Content Delivery Problem Us-

ing Ontology and Metaheuristics on the Set Covering Problem: An Ex-

perimental Analysis (BELIZÁRIO JÚNIOR et al., 2023): Intelligent Tutoring

Systems that utilize a step-by-step problem-solving approach are limited in terms

of compatible content. Conversely, recommender systems can suggest various con-

tent types but lack the detailed granularity of concepts inherent in step-by-step ap-

proaches. This paper addresses this challenge by proposing a method to recommend

instructional content from diverse knowledge domains while integrating the refined

concepts of ITSs. The instructional content delivery problem is formulated as a set

covering problem, classified as NP-hard. We demonstrate that a PSO-based algo-

rithm is a suitable candidate for solving LORP, offering better runtime performance

than the exact algorithm and superior solutions compared to the greedy heuristic.

By leveraging CF and an ontology that models students’ knowledge, learning styles,

and search parameters, this approach provides more individualized content.

❏ Advances in personalised recommendation of learning objects based on

the set covering problem using ontology (BELIZÁRIO JÚNIOR et al., 2024):

Loop-based ITSs support the learning process through a step-by-step problem-

solving approach. However, a limitation of ITSs is that only a limited amount of

content is compatible with this method. On the other hand, recommender systems

can suggest various types of content but often ignore the fine-grained concepts essen-

tial to the step-by-step approach. This work addresses this challenge by proposing

a method to recommend learning objects from various knowledge domains while

incorporating the detailed concepts of ITSs. We formulate the learning object rec-

ommendation problem as a set covering problem, which is classified as NP-hard. An

exact algorithm and a greedy heuristic were adapted to this context, resulting in a

promising approach to solve these problems, as demonstrated by the results. This

approach provides more personalized content for students through the use of CF and

an ontology that models their knowledge, learning styles, and search parameters.
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ANNEX A

Index of Learning Styles Questionnaire

Below are the 44 questions of the questionnaire created by Soloman and Felder

(2005) to assess learner preferences in the four dimensions of the FSLSM

proposed by Felder and Silverman (1988): Input (Visual and Verbal), Or-

ganization (Sequential and Global), Perception (Sensitive and Intuitive) and

Processing (Active and Reflective).

1. I understand something better after I

❍ try it out.

❍ think it through.

2. I would rather be considered

❍ realistic.

❍ innovative.

3. When I think about what I did yesterday, I am most likely to get

❍ a picture.

❍ words.

4. I tend to

❍ understand details of a subject but may be fuzzy about its overall structure.

❍ understand the overall structure but may be fuzzy about details.

5. When I am learning something new, it helps me to

❍ talk about it.

❍ think about it.

6. If I were a teacher, I would rather teach a course

❍ that deals with facts and real life situations.
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❍ that deals with ideas and theories.

7. I prefer to get new information in

❍ pictures, diagrams, graphs, or maps.

❍ written directions or verbal information.

8. Once I understand

❍ all the parts, I understand the whole thing.

❍ the whole thing, I see how the parts fit.

9. In a study group working on difficult material, I am more likely to

❍ jump in and contribute ideas.

❍ sit back and listen.

10. I find it easier

❍ to learn facts.

❍ to learn concepts.

11. In a book with lots of pictures and charts, I am likely to

❍ look over the pictures and charts carefully.

❍ focus on the written text.

12. When I solve math problems

❍ I usually work my way to the solutions one step at a time.

❍ I often just see the solutions but then have to struggle to figure out the steps

to get to them.

13. In classes I have taken

❍ I have usually gotten to know many of the students.

❍ I have rarely gotten to know many of the students.

14. In reading nonfiction, I prefer

❍ something that teaches me new facts or tells me how to do something.

❍ something that gives me new ideas to think about.

15. I like teachers

❍ who put a lot of diagrams on the board.
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❍ who spend a lot of time explaining.

16. When I’m analyzing a story or a novel

❍ I think of the incidents and try to put them together to figure out the themes.

❍ I just know what the themes are when I finish reading and then I have to go

back and find the incidents that demonstrate them.

17. When I start a homework problem, I am more likely to

❍ start working on the solution immediately.

❍ try to fully understand the problem first.

18. I prefer the idea of

❍ certainty

❍ theory.

19. I remember best

❍ what I see.

❍ what I hear.

20. It is more important to me that an instructor

❍ lay out the material in clear sequential steps.

❍ give me an overall picture and relate the material to other subjects.

21. I prefer to study

❍ in a study group.

❍ alone.

22. I am more likely to be considered

❍ careful about the details of my work.

❍ creative about how to do my work.

23. When I get directions to a new place, I prefer

❍ a map.

❍ written directions.

24. I learn

❍ at a fairly regular pace. If I study hard, I’ll “get it.”
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❍ in fits and starts. I’ll be totally confused and then suddenly it all “clicks.”

25. I would rather first

❍ try things out.

❍ think about how I’m going to do it.

26. When I am reading for enjoyment, I like writers to

❍ clearly say what they mean.

❍ say things in creative, interesting ways.

27. When I see a diagram or sketch in class, I am most likely to remember

❍ the picture.

❍ what the instructor said about it.

28. When considering a body of information, I am more likely to

❍ focus on details and miss the big picture.

❍ try to understand the big picture before getting into the details.

29. I more easily remember

❍ something I have done.

❍ something I have thought a lot about.

30. When I have to perform a task, I prefer to

❍ master one way of doing it.

❍ come up with new ways of doing it.

31. When someone is showing me data, I prefer

❍ charts or graphs.

❍ text summarizing the results.

32. When writing a paper, I am more likely to

❍ work on (think about or write) the beginning of the paper and progress forward.

❍ work on (think about or write) different parts of the paper and then order

them.

33. When I have to work on a group project, I first want to

❍ have “group brainstorming” where everyone contributes ideas.
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❍ brainstorm individually and then come together as a group to compare ideas.

34. I consider it higher praise to call someone

❍ sensible.

❍ imaginative.

35. When I meet people at a party, I am more likely to remember

❍ what they looked like.

❍ what they said about themselves.

36. When I am learning a new subject, I prefer to

❍ stay focused on that subject, learning as much about it as I can.

❍ try to make connections between that subject and related subjects.

37. I am more likely to be considered

❍ outgoing.

❍ reserved.

38. I prefer courses that emphasize

❍ concrete material (facts, data).

❍ abstract material (concepts, theories).

39. For entertainment, I would rather

❍ watch television.

❍ read a book.

40. Some teachers start their lectures with an outline of what they will cover. Such

outlines are

❍ somewhat helpful to me.

❍ very helpful to me.

41. The idea of doing homework in groups, with one grade for the entire group,

❍ appeals to me.

❍ does not appeal to me.

42. When I am doing long calculations,

❍ I tend to repeat all my steps and check my work carefully.
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❍ I find checking my work tiresome and have to force myself to do it.

43. I tend to picture places I have been

❍ easily and fairly accurately.

❍ with difficulty and without much detail.

44. When solving problems in a group, I would be more likely to

❍ think of the steps in the solutions process.

❍ think of possible consequences or applications of the solution in a wide range

of areas.
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ANNEX B

SWRL rules

Below are the 32 SWRL rules of the ontology initially proposed in (BELIZÁRIO

JÚNIOR; DORÇA, 2018).

1. Student(?student), IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), isRec-

ommendedFor(?idealLO, ?student), Profile(?profile), hasProfile(?student, ?profile),

hasProcessing(?profile, activeProcessing) → ListResourcesIdealLO(animation)

2. Student(?student), IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), isRec-

ommendedFor(?idealLO, ?student), hasProfile(?student, ?profile), hasPerception(?profile,

sensing) → ListResourcesIdealLO(animation)

3. Student(?student), IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), isRec-

ommendedFor(?idealLO, ?student), Profile(?profile), hasProfile(?student, ?profile),

hasProcessing(?profile, reflective) → ListResourcesIdealLO(reflectionQuiz)

4. Student(?student), IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), isRec-

ommendedFor(?idealLO, ?student), Profile(?profile), hasProfile(?student, ?profile),

hasPerception(?profile, intuitive) → ListResourcesIdealLO(additionalResource)

5. Student(?student), IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), isRec-

ommendedFor(?idealLO, ?student), Profile(?profile), hasProfile(?student, ?profile),

hasProcessing(?profile, reflective) → ListResourcesIdealLO(example)

6. Student(?student), IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), isRec-

ommendedFor(?idealLO, ?student), Profile(?profile), hasProfile(?student, ?profile),

hasUnderstanding(?profile, sequential)→ ListResourcesIdealLO(additionalResource)

7. Student(?student), IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), isRec-

ommendedFor(?idealLO, ?student), Profile(?profile), hasProfile(?student, ?profile),

hasProcessing(?profile, activeProcessing) → ListResourcesIdealLO(selfAssessment)

8. Student(?student), IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), isRec-

ommendedFor(?idealLO, ?student), Profile(?profile), hasProfile(?student, ?profile),

hasInput(?profile, verbal) → ListResourcesIdealLO(additionalResource)

9. Student(?student), IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), isRec-

ommendedFor(?idealLO, ?student), Profile(?profile), hasProfile(?student, ?profile),

hasProcessing(?profile, activeProcessing) → ListResourcesIdealLO(forumActivity)
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10. Student(?student), IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), isRec-

ommendedFor(?idealLO, ?student), Profile(?profile), hasProfile(?student, ?profile),

hasPerception(?profile, sensing) → ListResourcesIdealLO(realLifeApplication)

11. Student(?student), IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), isRec-

ommendedFor(?idealLO, ?student), Profile(?profile), hasProfile(?student, ?profile),

hasProcessing(?profile, reflective) → ListResourcesIdealLO(additionalResource)

12. Student(?student), IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), isRec-

ommendedFor(?idealLO, ?student), Profile(?profile), hasProfile(?student, ?profile),

hasInput(?profile, verbal) → ListResourcesIdealLO(forumActivity)

13. Student(?student), IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), isRec-

ommendedFor(?idealLO, ?student), Profile(?profile), hasProfile(?student, ?profile),

hasProcessing(?profile, activeProcessing) → ListResourcesIdealLO(exercise)

14. Student(?student), IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), isRec-

ommendedFor(?idealLO, ?student), Profile(?profile), hasProfile(?student, ?profile),

hasPerception(?profile, sensing) → ListResourcesIdealLO(exercise)

15. Student(?student), IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), isRec-

ommendedFor(?idealLO, ?student), Profile(?profile), hasProfile(?student, ?profile),

hasPerception(?profile, sensing) → ListResourcesIdealLO(example)

16. Student(?student), IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), isRec-

ommendedFor(?idealLO, ?student), Profile(?profile), hasProfile(?student, ?profile),

hasUnderstanding(?profile, sequential) → ListResourcesIdealLO(exercise)

17. Student(?student), IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), isRec-

ommendedFor(?idealLO, ?student), Profile(?profile), hasProfile(?student, ?profile),

hasPerception(?profile, intuitive) → ListResourcesIdealLO(exercise)

18. Student(?student), IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), isRec-

ommendedFor(?idealLO, ?student), Profile(?profile), hasProfile(?student, ?profile),

hasUnderstanding(?profile, sequential) → ListResourcesIdealLO(selfAssessment)

19. Student(?student), IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), isRec-

ommendedFor(?idealLO, ?student), Profile(?profile), hasProfile(?student, ?profile),

hasUnderstanding(?profile, global) → ListResourcesIdealLO(realLifeApplication)

20. Student(?student), IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), isRec-

ommendedFor(?idealLO, ?student), Profile(?profile), hasProfile(?student, ?profile),

hasPerception(?profile, intuitive) → ListResourcesIdealLO(reflectionQuiz)

21. Student(?student), IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), isRec-

ommendedFor(?idealLO, ?student), Profile(?profile), hasProfile(?student, ?profile),

hasUnderstanding(?profile, global) → ListResourcesIdealLO(example)

22. Student(?student), IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), isRec-

ommendedFor(?idealLO, ?student), Profile(?profile), hasProfile(?student, ?profile),



135

hasInput(?profile, visual) → ListResourcesIdealLO(animation)

23. Student(?student), IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), isRec-

ommendedFor(?idealLO, ?student), Profile(?profile), hasProfile(?student, ?profile),

hasUnderstanding(?profile, sequential) → ListResourcesIdealLO(reflectionQuiz)

24. Student(?student), IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), isRec-

ommendedFor(?idealLO, ?student), Profile(?profile), hasProfile(?student, ?profile),

hasUnderstanding(?profile, sequential) → ListResourcesIdealLO(animation)

25. IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), ListResourcesIdealLO(?res_type),

PermanentLOs(?lo), Educational_5(?edu), hasEducationalData(?lo, ?edu), hasLearn-

ingResourceType(?edu, ?res_type) → SuggestedLOs(?lo)

26. IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), General_1(?gen_ideal), has-

GeneralData(?idealLO, ?gen_ideal), hasKeyword(?gen_ideal, ?keyword), Perma-

nentLOs(?lo), General_1(?gen), hasGeneralData(?lo, ?gen), hasKeyword(?gen, ?key-

word) → SuggestedLOs(?lo)

27. IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), General_1(?gen_ideal), has-

GeneralData(?idealLO, ?gen_ideal), hasTitle(?gen_ideal, ?title), PermanentLOs(?lo),

General_1(?gen), hasGeneralData(?lo, ?gen), hasTitle(?gen, ?title) → Suggested-

LOs(?lo)

28. IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), Educational_5(?edu_ideal),

hasEducationalData(?idealLO, ?edu_ideal), hasSemanticDensity(?edu_ideal, ?sem_den),

PermanentLOs(?lo), Educational_5(?edu), hasEducationalData(?lo, ?edu), hasSe-

manticDensity(?edu, ?sem_den) → SuggestedLOs(?lo)

29. IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), Educational_5(?edu_ideal),

hasEducationalData(?idealLO, ?edu_ideal), hasDifficulty(?edu_ideal, ?diff), Per-

manentLOs(?lo), Educational_5(?edu), hasEducationalData(?lo, ?edu), hasDiffi-

culty(?edu, ?diff) → SuggestedLOs(?lo)

30. IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), Educational_5(?edu_ideal),

hasEducationalData(?idealLO, ?edu_ideal), hasInteractivityLevel(?edu_ideal, ?int_lev),

PermanentLOs(?lo), Educational_5(?edu), hasEducationalData(?lo, ?edu), hasIn-

teractivityLevel(?edu, ?int_lev) → SuggestedLOs(?lo)

31. IdealLOs(?idealLO), hasState(?idealLO, activeIdealLO), Educational_5(?edu_ideal),

hasEducationalData(?idealLO, ?edu_ideal), hasInteractivityType(?edu_ideal, ?int_type),

PermanentLOs(?lo), Educational_5(?edu), hasEducationalData(?lo, ?edu), hasIn-

teractivityType(?edu, ?int_type) → SuggestedLOs(?lo)

32. TemporaryLOs(?tempLO), General_1(?gen_temp), hasGeneralData(?tempLO, ?gen_temp),

Identifier(?ide_temp), hasIdentifier(?gen_temp, ?ide_temp), hasEntry_(?ide_temp,

?uri), PermanentLOs(?lo), General_1(?gen), hasGeneralData(?lo, ?gen), Identi-

fier(?ide), hasIdentifier(?gen, ?ide), hasEntry_(?ide, ?uri) → SuggestedLOs(?lo)
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ANNEX C

Metadata generation for wiki sections

In this annex, we illustrate the operation of the automatic metadata generation process

developed during the master’s degree (BELIZÁRIO JÚNIOR, 2018).

C.1 Quality assessment of wiki sections

Wikipedia is a great digital encyclopedia. On its main page, consulted on August

30, 2018, it appears that it has a collection of more than 5 million and 708 thousand

articles in English and 1 million articles in Portuguese. After almost 4 years, on June

16, 2022, Wikipedia reaches 6 million and 519 thousand articles in English and 1 million

and 93 thousand articles in Portuguese. Wikipedia content may be copied, modified

and redistributed under a Creative Commons BY-SA license. The Wikipedia community

can assess the quality of articles with almost a dozen labels that serve to rank articles

from the worst to the best, but manually labeling these articles is an unfeasible process,

given that, in recent years, the amount of Wikipedia articles has grown exponentially

and, associated with this, articles are edited all the time, which can change the quality

of the article. To deal with this problem, several researches have been developed for the

automatic evaluation of wiki articles.

Warncke-Wang, Cosley and Riedl (2013) used a classifier based on a decision tree to

identify the quality of Wikipedia articles. The authors showed that by extracting only five

features from wiki pages it is possible to obtain significant results. These characteristics

are readily available and defined by the authors as follows:

1. Completeness = 0.4*NumBrokenWikilinks + 0.4*NumWikilinks;

2. Informativeness = 0.6*InfoNoise + 0.3*NumImagens (InfoNoise is the content of

the page itself, without programming code and without stopwords);

3. NumHeadings: the number of sections in the wiki article;

4. ArticleLength: the length of the article;
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5. NumReferences/ArticleLength: a measure of the number of citations by counting

<ref> tags, which are used in footnote citations. The division by article size (Ar-

ticleLength) is important to reduce the correspondence (the larger the article, the

greater the number of citations) that exists between the two variables.

The classifier presented by Warncke-Wang, Cosley and Riedl (2013) can classify wiki

articles into seven different classes: FA, GA, A, B, C, Start and Stub, all defined by

Wikipedia itself. The authors divided the articles into two large classes: GoodEnough

articles (containing FA, GA and A) and NeedsWork (containing B, C, Start and Stub).

In the master’s dissertation, we mapped these classes in values according to Table 16.

Thus, it is possible to use Eq. (4). The classes in the table are ordered by their quality

standard. Articles with the highest quality level (FA) receive a maximum value equal to

1 and articles with no quality receive a score of 0.

Table 16 – Wikipedia quality classes

Class Criteria Value

FA
(Featured
Articles)

It contains the highest quality articles, they are well-written,
understandable, neutral (no opinions), have reliable sources, are

stable (the content does not need constant changes), follow a
good structure (with abstract, division into sections and

well-formatted citations), have appropriate images and adequate
size (focus on the main topic without unnecessary content).

1

A The article is well organized and essentially complete. Only
minor stylistic issues and other details need to be fixed before

submission as an FA article.

0.85

GA (Good
Articles)

The article requires minor changes to achieve a better quality
level.

0.70

B The article is almost complete and without major problems, but
it requires additional changes to reach the standard of good

article (GA).

0.50

C The article is substantial but lacks important content or contains
irrelevant material. The article cites more than one reliable
source and is more developed in style, structure, and quality

than the Start class, but fails one or more of the B class criteria.

0.30

Start It’s an article under construction and quite incomplete, but it
has a significant amount of good content. Does not follow the
Wikipedia Manual of Style. May or may not cite reliable and

appropriate sources.

0.15

Stub The article has a very basic description of the topic, and all
articles of very poor quality belong to this class.

0

The quality of wiki articles corresponds to one of the p parameters defined by Eq. (4).

Let αq be a quality parameter and, to use it in Eq. (4), the αqideal
and αqj

of the j-th LO
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This conversion process is performed with the aid of two Python natural language

processing libraries. The spaCy library1 is used in the Tokenizer and POS-Tagger steps,

and the NLTK library2 is used in the Chunker step.

In addition, we use the Wikipedia API3, a Python module that supports extracting

sections, titles, links and categories from Wikipedia. In fact, it is possible to extract

almost every part of a wiki page using simple commands. This API can also be used to

search for wiki pages, using the page method, which expects the title of the page being

searched for as a parameter. In the Master’s, the Wikipedia API was mainly used to:

a) The search for the wiki page associated with each concept of the ideal LO not

covered by the permanent LOs of the ontology;

b) Extracting the titles of the wiki sections to fill in the title field (1.2 IEEE-LOM)

and the entry field (1.1.2 IEEE-LOM), which corresponds to the URI of the wiki

section.

1 Available at: https://spacy.io/
2 Available at: https://www.nltk.org/
3 Available at: https://pypi.org/project/Wikipedia-API/
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