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Abstract

Neste trabalho, utilizamos a Teoria do Funcional de Densidade (DFT) na investigacao de
sistemas bidimensionais a base dos elementos boro e carbono. Investigamos as estruturas
eletronica e estrutural (via XANES) das fases pristinas do borofeno S0, S1 e S2 e de
superredes de borofeno, formadas por diferentes concentragoes das fases pristina por
heterojungoes laterais. Nossos resultados mostraram que o carater metdlico foi mantido
e foi possivel relacionar as propriedades eletronicas com as caracteristicas estruturais
do borofeno, assim como o confinamento eletronico nas superredes, regido pelas devida
proporgoes das fases. Investigamos também o processo de desmontagem de fibrilas de
celulose oxidada. Mostramos aqui que a quebra pode ser atribuida a formagao dos grupos
carboxilato, que enfraquece a interacao, fazendo que o processo ocorra predominantemente
nas interacoes intercadeias, levando ao surgimento de cadeias celuldsicas. Investigamos
também a interacao celulose-grafeno, as propriedades energéticas, estruturais e eletronicas
das interfaces de nanocelulose/grafeno, com especial atenc¢ao as interfaces hidrofébicas
(nCLPheP /G - [100]) e hidrofilicas (nCLPY! /G - [110]). O fingerprint das interfaces nCLPMP /G
e nCLPM /G foi identificado através de um estudo detalhado de espectro de XANES da

borda K dos 4tomos de carbono.

Palavras-chave: Teoria do Funcional de Densidade, Materiais 2D, Borofeno, Boro,

Carbono, Celulose, Grafeno



Abstract

In this work, we used the Density Functional Theory (DFT) to investigate boron and carbon-
based two-dimensional systems. We investigated the electronic and structural features
(via simulated XANES) of borophene pristine phases S0, S1 and S2, and borophene
superlattices, formed by tuning different concentrations of pristine borophene lateral
heterostructures. Here the study reveals that metallic character remained and revealed the
link between electronic properties and structural properties of borophene, as electronic
confinement in borophene superlattices tuned by phase proportion. In carbon-based
systems, we investigate the disassembling process of oxidized cellulose, We have performed
a theoretical investigation of cellulose disassembly mediated oxidation processes. Here, we
showed this disruption could be attributed to the formation of carboxylate groups, which
weakens the interactions, and the disassembling process occurs predominantly in interchain
interactions, giving rise to cellulosic chains. Next, we studied cellulose-graphene interaction,
we performed an investigation of the energetic, structural, and electronic properties of
the nanocellulose/graphene interface, with a special look for hydrophobic (nCLPMP/G)
and hydrophilic (nCLPY /G) interfaces. The structural fingerprints of nCLPMP /G and
nCLPY! /G interfaces were identified through a detailed study of the Carbon K-edge
absorption (XANES) spectra.

Key-words: DF'T, 2D Materials, Borophene, Boron, Carbon, Cellulose, Graphene.
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1 Introduction

2D systems have attracted the focus of several studies aimed at both technological
applications and the understanding of new physical phenomena. An entirely new class of
materials known as “2D materials” has been created as a consequence of the discovery of
graphene (1, 2, 3) and its remarkable properties. Motivated by the success of graphene,
alternative layered and non-layered 2D materials have become the focus of intense research
due to their unique physical and chemical properties. The 2D family of materials has also
recently included other new monatomic materials from the 13-, 14- and 15-family of the
periodic table, such as Borophene (4, 5, 6, 7, 8) and Gallenene (9) (13-family), Silicene
(10, 11) and Germanene (12) (14-family) and Phosphorene (13) (15-family). Some of these
materials are listed in Fig. 1. Beyond these aforementioned, other materials (now not only
exclusively monoatomic systems) like boron nitrides (14), lateral heterojunctions (15, 16),
doping (17), and vdW stacking (18, 19) have shown promising properties. Fig. [2(a)] shows

the increasing (quantitative) evolution of publications on 2D materials from 1992 to 2019.

Gallenene

Muiltitayer
Arsenene

Bismuthene

(@) ! ’,jb) —

-

Figure 1 — 13-, 14-, 15- and 16-families 2D materials successfully synthesized, adapted
from(20).

2D materials are an ideal candidate for engineering new classes of materials, and
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Figure 2 — The number of publications on 2D materials from 1992 to 2019 (a). Examples
of boron allotropes (b), adapted from (26).

many examples have already been realized in practice, such as quantum information (21),
spintronics (22), layertronics (23), vdW structures (24) and contacts (25). In this section,
we will present some boron- and carbon-based materials, their main characteristics and

applications.

1.1 Boron

Among these materials, borophene, a two-dimensional system formed only by boron
atoms and whose name is associated with graphene, has drawn the attention of the scientific
community for its electronic properties. The complexity of boron structures is attributed
to its trivalent electronic configuration, forming diverse allotropes (Fig. [2(b)]) - a feature
that is responsible for the interest of the scientific community for decades (27, 4). The
boron metallic character makes it a potential complement to graphene, hBN, and metal
disulfides which may be the ultimate building components in devices(28, 29, 30, 31, 32).

In 2015, we have the first report of borophene synthesis by Mannix et al. (6). It is
worth mentioning that these sheets already was predicted in 2007 and intensively studied
theoretically, even with the status, until then, of a hard material to synthesise. (33, 34). In
the following year, 2016, Feng et al. (7) synthesized two other new structures, energetically
more stable and resistant to oxidation - these structures were also predicted theoretically
(34, 35). Different polymorphs of borophene sheets have been grown on metal substrates
of Ag (111) (6), Al (111) (36), Cu (111) (37), Au (111) (38), and Ir (111) (39, 40) through
different techniques. Large-scale fabrication of borophene is still challenging, but many
theoretical and experimental researches have been devoted to investigating pristine and
functionalized borophene potential applications (41).

The 2- Pmmn phase found by Mannix et al., most known in the literature as S0, was

successfully synthesized in 2015. One of the ways to borophene synthesis in this phase (S0)
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Figure 3 — Top (A) and side (B) views of the SO borophene monolayer structure (unit cell
indicated by green box). Simulated STM image (Vsampre = 1.0 V), with overlaid
atomic structure (C) and experimental STM images (D). DFT-calculated
electronic band structure (E) and DOS (F) for freestanding borophene (inset:
2D Brillouin zone). Adapted, from (6).

is through the deposition of boron from a source of solid boron of high purity (99,9999%)
on inert Ag substrates as a surface for borophene growth. During this entire process,
the Ag substrate is maintained between 450 °C and 700 °C and in a UHV (ultrahigh
vacuum) regime. At 550 °C it is possible to observe the formation of two distinct phases,
one a homogeneous and planar phase and the other being corrugated. Sites with higher
deposition of B atoms favour the emergence of a homogeneous phase, while sites with lower
deposition of B atoms favour the emergence of a phase described as a corrugated ribbon.
The increase in temperature favours the consolidation of the SO phase, which suggests
that the homogeneous phase is metastable to the corrugated phase (6). As mentioned, its
geometry is corrugated, justified by the rectangular lattice distortions, to maximize the

ideal number of boron adsorption sites, which leads to a density of holes! 7 = 0 and the

1 the ratio between the number of hexagon holes and the total number of atoms in the original (pristine)

triangular lattice (33).
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only phase here that presents buckled geometry, with 0.87 A of vertical distance (buckling)
between the sublayers. The band structure [Fig 3(e)] indicates strong electronic anisotropic

features of this phase.
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Figure 4 — Top (a) and side (b) views of the S1 model, and simulated STM topographic
image of the 12 sheet (c). Top (d) and side (e) views of the S2 model, and
simulated STM topographic image of the x3 sheet (f). Orange and grey balls
in a,b,d and e represent boron and silver atoms, respectively. Models of the (15
and y3 sheets are superimposed on their simulated STM images, which agree
very well with the experiments. The striped pattern of S1 and the alternating
bright—dark protrusions of S2 are both reproduced well. Adapted from (7).

Phases 12 and 3 were synthesized in 2016 by Peng et al. (29). The (12 phase, also
known in the literature as S1, is characterized by hole chains separated by hexagonal
boron rows [Figs 4(a) and (c)] meanwhile the x3 phase, most known in the literature
as S2, consist of similar, but narrower zigzag boron rows separated by hole arrays, as
shown in Figs [4(d) and (f)]. They can also coexist in the same process (42). Both models
are planar due to the presence of vacancies, vacancies that give n = 1/6 and 1/5 for
S1 and S2 respectively. These sheets were grown on a single-crystal Ag(111) surface by
direct evaporation of a pure boron source. Near 570 K, monolayer islands with a perfectly
ordered structure form on the surface. STM images reveal parallel stripes on the island
surface in the [110] direction of Ag(111), corresponding to the S1 phase. The S2 phase
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usually coexists with the S1 phase in the temperature range from 650 to 800 K. At higher
temperatures, most areas of the surface will be transformed into the S2 phase.

The S2 phase can also be obtained by directly growing boron on Ag(111) with a
substrate temperature next to 680 K. The electronic structure of pristine phases indicates
a loss in anisotropy when compared with the SO phase but still retains metallic features.
It is worth mentioning two points: (i) the formation of a B-Ag surface alloy or boride is
highly improbable (43), and (ii) the metastable homogeneous phase indicated in Ref. (6),
in the synthesis of the SO phase corresponds to the S2 phase. In this work, we will consider
only the borophene freestanding sheet, i.e., without considering the substrate interaction.

In some borophene systems, more specifically in borophene heterostructures, the
formation of metallic channels occurs (44, 45), which, in addition to the anisotropy
regarding electronic transport, can lead to the formation of preferential sites for the
adsorption of atoms and molecules. In a previous study, (44), was inferred that the SO
phase laterally attached in the S1 phase induces a preferential direction to form metallic
channels, ruled by the phase proportion and the direction of the attachment. In Ref. (45),

this behaviour remains but is more intense due to the common features of this phase (42).

1.2 Carbon

Carbon nanostructures are a leading material in the nanotechnology field. The discovery
and research of carbon materials have considerably contributed to the advancement of
modern-day science and technology. Due to its exceptional qualities, such as excellent
thermal conductivity, extreme mechanical properties, and ultra-high electron mobilities,
graphene has received the most attention among 2D materials since its discovery. Re-
searchers are interested in graphene oxide (GO), which has oxygen-containing groups
attached to the graphene sheets. To interact with a variety of metal oxides and create func-
tional hybrids and composites with unique properties, GO must have oxygen-containing
functional groups in the basal plane (epoxy and hydroxyl) and the sheet edges (carbonyl
and carboxyl). A material similar to graphene with comparable property values can be
produced by encouraging the total or partial reduction of GO; this reduction product is
known as reduced graphene oxide (rGO). A wide range of chemical and physical prop-
erties may also be obtained by using the functional groups in GO as sites for chemical
modification or functionalization. About carbon-based 2D materials, the three mentioned
above are the best known, but there are several other materials. One of these materials
that have been widely studied is cellulose.

Cellulose is composed of carbon, oxygen and hydrogen atoms ([C4H1005),,), forming
crystalline fibers on a nanoscale (46, 47), and is better known as one of the most ubiquitous
polymers in Earth. Also, is responsible for a lot of high-importance products for modern

society, including papers, tissue, adhesives even automotive and construction compounds.
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With new materials cellulose-based, new research revealed properties and their importance
in this new field(48). An example of an application is the development of piezoelectric
sensors (49, 50), ionic conductors (51), construction of nanogenerators mediated by the
incorporation of metals such as copper (52), in addition to the construction of nanofibers,
due to their mechanical properties such as high tensile strength (53). Micro and nanoscale
cellulosic fibres are appealing to replace synthetic fibres as reinforcement in environmentally
friendly green products. Although its industrial use is generally for making paper and

cardboard, it has also attracted significant interest as a source of biofuel production (54).

Bundle of Cellulose Cellulose
Cellulose fiber cellulose fibrils microfibril molecule

Fiber surface L

Wood Wood tissue Width 20-30 pm Width > 15 nm Width 3-4 nm Width 0.4 nm
Length 1-3 mm Length > 2 pm Length ~500 nm

Crystallinity 70-90%

Figure 5 — Hierarchical structure of wood biomass and the characteristics of cellulose
microfibrils, adapted from (55).

Structurally, cellulose is a homopolymer with linear chains of glucopyranose rings linked
through f-(1,4)-glycosidic bonds, which interact with other macromolecules as lignin and
hemicellulose, within the plant cell walls (56, 57). Depending on the source of cellulose,
its structure can vary considerably. Cellulose fibers exhibit a unique structural hierarchy
derived from their biological origin, as shown in Fig. (5). They are composed of nanofiber
assemblies with a diameter that ranges from 1 to 20 nm and a length of more than a few
micrometres. The previous figure exhibits the structural hierarchy of wood biomass but is
also possible to extract fibres from non-wood fibres, such as coconut trees, pineapple leaf
fibres, jute, flax and bagasse.

Cellulose particles with at least one dimension in the nanoscale (1-100 nm) are referred
to as nanocellulose (NC). Nanocellulose is a general term for cellulosic materials that have
at least one dimension in the nanometer range. Depending on the production conditions,

which influence the dimensions, composition and properties, nanocellulose can be divided
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into two main categories: (i) CNC - cellulose nanocrystals (even named as cellulose whiskers)
and (ii) CNF - cellulose nanofibrils, also known as nanofibrillated cellulose, microfibrillated
cellulose or cellulose nanofibers (58). While CNCs are rod-like rigid particles, CNFs are
long, flexible nanofibers that are entangled and have both crystalline and amorphous
sections. Due to the lignocellulosic matrix’s compact and rigid structure, also known as
biomass recalcitrance?, the production of CNC and CNF requires harsh conditions (59).

Sugarcane bagasse is produced on a large scale, ~ 1.6 billion tons per year basis globally
(60), and Brazil is currently the largest producer at about 739.3 x 10° metric tons per
year (2018) (61). Usually, sugarcane bagasse has in its composition between 40% ~ 50%

of cellulose. The Fig. 6 shows the general CNC extraction scheme of sugarcane bagasse.

OH HO, O
0 0
o
o OH o
HO

Cellobiose

e

Sugarcane

Sugarcane bagasse Cellulose
nanocrystals

Figure 6 — Extraction of cellulose nanocrystals from sugarcane bagasse, adapted from (61).

Pinto et al. have used a recently proposed low-energy cost pathway to produce cellulose
nanofibers from sugarcane bagasse with widths of single and double cellulose polymer
chain (59), using TEMPO-mediated oxidation. The 2,2,6,6-tetramethylpiperidine-1-oxyl
radical (TEMPO) -mediated oxidation is a way to convert completely cellulose particles in
individualized cellulose nanofibers 3—4 nm wide and at least a few microns long.

There are some allomorphs of cellulose, and the most abundant in plants is called 1.
X-ray and neutron diffraction of cellulose I3 allowed us to determine the most accurate
position of all atoms in the unit cell, including the hydrogens (46). The Iz phase consists of
two parallel chains slightly misaligned with each other, as shown in Fig. 7. Both H-bondings
within a single layer of cellulose and stacking interactions contribute to stabilizing the

cellulose crystal structure.

2 The resistance of plant biomass to breakdown and to fractionate into its molecular constituents
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To impart electrical conductivity to cellulose, metallic particles (62), conductive poly-
mers (63), carbon-based particles (64), and 2D materials (65) are usually integrated into
nanocellulose through different techniques (coating, dipping, printing, blending, etc.).
The combination of nanocellulose and 2D nanomaterials such as graphene, MoS,, and
MXenes has recently triggered great interest in the scientific community as a new class of
multifunctional hybrid compounds. For electronic applications, 2D /nanocellulose hybrid
materials should be able to tolerate mechanical stress and deformations while maintaining
the satisfactory electrical conductivity of 2D materials. Therefore, a fundamental under-
standing of how the insertion of cellulose, a dielectric compound, influences the electrical

properties of 2D materials is essential to guide the development of (nano) devices.

Figure 7 — Structural model of cellulose in a perspective view.

We present in Chapter 2 the details about the methodology and formalism used in the
simulations. Then, in chapter 3, we will discuss boron-based 2D materials, i.e. (i) borophene
and (ii) BSLs: in (i) we analyze the electronic properties of the pristine phases of borophene
and connect them with the structural properties obtained by the XANES simulations,
and in (ii) we investigate the electronic, structural properties and the confinement effects
of electronic confinement of BSLs; in chapter 4, we present perspectives for borophene
studies. Chapters 5 and 6 are the results of carbon-based materials. The chapter 5 we
present the results of our theoretical studies combined with an experimental collaboration
(LNNano/CNPEM). Here we unveil the dominance of vdW interaction over the hydrogen
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bonds in pristine cellulose nanofibers and that the disruption of CNFs occurs due to the
formation of carboxylate groups, that weaken the hydrogen bonds. In chapter 6, where we
investigate two different nanocellulose - graphene interfaces, it was found that the binding
energy of nCL/G is comparable with BN /Graphene, these systems fingerprints through
XANES simulations and we unveil a net charge accumulation in the nCL/G interface and
its increases with an external electric field and pressure. Then the Appendix has some

important information used in this work.
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2 Methodology

One of the greatest challenges of our days is the uninterrupted search for new materials,
that somehow give useful properties to the community. And technology advances thru
the years showed us new findings and materials, and those findings and materials lead
to the need for new techniques and the enhancement of known techniques, just to this -
understand and improve these new materials.

In the early’s 2000, Novoselov and Geim(1) wins the Nobel prize due to graphene
synthesis. And then, a new era in materials science has begun. Materials like own graphene,
borophene (6), silicene (10), germanene (12), and others are successfully synthesized. And
we can say that the Density Functional Theory (DFT) is a powerful tool to study these
materials. In this chapter, we will show a brief description of this method, which helped in

this work.

2.1 Density Functional Theory (DFT)

In a many-body system, a way to solve the problem is using the total electronic charge
density p(7). To this, Scrodinger’s equation for N electrons and the wavefunction with
N variables (in this case without taking into consideration the spin), can be written just
with three variables. Thomas, Fermi and Dirac’s ideas (66, 67, 68) led to DFT as we know
it today. In 1964, Walter Kohn and Pierre Hohemberg published the article that mark the
beginning of DF'T. Then, the next year, Walter Kohn and Lu Jeu Sham published another
article on the development of self-consistent equations and exchange-correlation effects.

So there was a notable growth of DFT’s application in atoms, molecules and solids,
and it’s one of the most popular methods to calculate electronic, structural, and other
properties of a system. The main idea of DFT is that any property of a many-body system
can be described by a single electronic density functional p(r), carried by Kohn-Sham

theorems, shown next.

2.1.1 The Schrodinger Equation

Any dynamic system’s state can be described through the Schrodinger equation, as
any problem in which electronic structure is involved. Here we will start our point of
time-independent Schrodinger equation. For an isolated system containing N electrons and

taking into consideration the Born-Oppenheimer approximation (appendix), then we have:

HU = FEV, (2.1)
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where E is the electronic energy of system, W = U(ry, 7o, ... ,7y) is the wavefunction,

and H is the Hamiltonian operator given by:

. 1 N N 1 P .
H=3(=392) + X olr) + 3 — =T+ Vo + Vo (2:2)
i=1 2 i=1 1<j T'ij
H=T+V, +V. (2.3)
The term P
v(r) ===, (2.4)

represents the external electric potential in each electron ¢ . The electronic coordinates x;

are related with spatial coordinates ;.

2.1.2 Thomas-Fermi-Dirac Approximation

L. Thomas (66) and E. Fermi (67) pioneered the development of DFT calculations.
Both works didn’t present an accurate precision as a “modern DFT”, but showed the way
to how calculations should proceed. In this method, the kinetic energy of the system is
approximately an explicit functional of electronic density, like a non-interacting electrons
system in a homogeneous gas, with a density equal to a local density at any point of
the system. In this approach, P. Dirac (68) corrected a detail that passed by. It was the
exchange and correlation effects, formulated in 1930, taking into consideration the local
approximation, and is still used nowadays (69, 70).

Here, the energy is given by:

(S

Erel] = Ci / &Er n(r)® + / & Vi (P)n(r) + Cs / &r n(r)3)

P

r =]
The first term is the local approximation for kinetic energy, with C; = 2,871 (u. a.),
and the third term is the local exchange, with Cy = —%(%)1/3, and the last term is the
classical electrostatic Hartree energy. Energy and density of ground state can be found
minimizing functional E[p] in (2.1.2) to all possible density subjected to restrictions on

the total amount of electrons
/p(r)dgr =N. (2.6)
Using the Lagrange multiplier, the solution can be found through a functional mini-

mization, such that:

Qrelp) = Errlp) - n{ [ p(r)d'r - N (27)

where Lagrange multiplier p is the Fermi energy.
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2.1.3 Hohemberg and Kohn Theorems

Hohemberg and Kohn published an article in 1964 - the article that was the “beginning
of modern DET” (71). This paper contains the two main pillars of DFT calculations, which
can be proved simply. This is the heart of DFT. The theorem shows that from the system’s
electronic density ground-state, it is possible to get exactly the ground-state energy.

For this, we consider a system with N electrons, being r; = (x;,y;, z;) the position
vector of i-th electron. The first theorem says:

“For any system of interacting particles in an external potential V.., the potential V.,
is determined uniquely, except for a constant, by the ground state particle density po(r).”

In other words, the ground-state energy from Schrodinger’s equation is a unique
functional of electron density (72). To the proof, we will consider the U state as the ground-
state, characterized by a Hamiltonian H. This Hamiltonian in question is represented by
equation (2.3). In this equation, the first term represents the electron’s kinetic energy, and
the terms Vne and Vee the nuclei-electron and electron-electron potential energy. Assuming
that there is a second external potential v'(r) that leads to H’ and a second ground-state
namely V. Here will be considered the hypothesis that both states lead to the same
electronic density p(r), and all states aren’t degenerated®.

By Variational Principle 2, we have:

E = (U|H|V) < (V|H|V"), (2.8)
E = (V|H|V) < (U|H|T). (2.9)
E = (UT + Vie + Vo[ U) < (W|T + Vo + Vi |9'), (2.10)
E' = (V|T + Ve + VWY < (O[T 4 Vo + V| 0), (2.11)
or
E = (V[H|Y) < (V[H|V) = (VHV) < (|V,, — V| D). (2.12)
Knowing that:
N
p(r) = (T[D_d(r —r)|T), (2.13)
=1
. N
Vie = 0(my), (2.14)
=1
we have N
(W0 0) = 3 [ @i [ @ (e )u(r) B(rry), (2.15)
=1
or

N
(U|Vpe| W) = &Pr [ dPry . Pror)d(r —r) | Prig.. | Pr, 00 (2.16)
> [ [ [ #ria-- |

This proof can be extended for degenerated systems too.
Appendix C.

2
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(0| | W) = / p(ryo(r)dr. (2.17)

Using equation (2.17) result in equation (2.12), we will obtain the following result:

E<E+ / () — o' (r)]p(r)d®r. (2.18)

Doing the same operation for E' = (¥'| H|¥'),

E < B+ / W' () — v(r)]p(r)dr. (2.19)

So we have:

E+FE <F +E. (2.20)

To begin the proof, we have assumed the same density p for v # ¢, and now, we faced
a contradiction due W # W', So we conclude the unicity demands consider ¥ = W', The
first theorem says that ground-state density should contain the same information as the
state in question. This makes it a unique density functional, proving it by reductio ad
absurdum.

This theorem leads to a corollary, that implies “Since the Hamiltonian is thus fully
determined except for a constant shift of the energy, it follows that the many-body
wavefunctions for all states (ground and excited) are determined. Therefore, all properties
of the system are completely determined given only the ground state density po(r)”. Then,
in principle, the wavefunction of any state is determined by solving the Schrédinger
equation with this Hamiltonian. Among all solutions consistent with the given density,
the unique ground state wavefunction is the one that has the lowest energy.

The second theorem says “A universal functional for the energy E[p| in terms of the
density p(r) can be defined, valid for any external potential v(r;). For any particular v(r;),
the exact ground state enerqy of the system Eylp| is the global minimum value for this
functional, and the density p(r) that minimizes the functional is the exact ground state

density po(r).”, or:

Elp] = (v|f]v). (2.21)

Here we will treat p(r) as the density of some determined state W, unnecessarily coming

from H, that in this case is po- This takes us to two scenarios:

« pFpo—VFE V)= E > Ey;

. p:p0—>\D:\I’0:>E:EO
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The second theorem confirms that E[p] is a p(r) functional, and its value is the
minimum obtained through ground-state density. Rewriting (2.21) and combining with

(2.3), we have now:

Blp) = (O[T + Voo | W) + (0[V, |0). (2.22)

The term (¥|T + V.| ¥) is a well-known universal functional, valid for any coulombian
system, that can be written as F[p]. The term (¥|V,.|¥) depends on each system. So we

have:

Elp] = Flp] + (9| Ve[ ¥). (2.23)
Similarly to ground-state:
Elpo] = Flpo] + (¥o| Ve o), (2.24)

where U is the ground-state wavefunction. As pg determines ¥, and p determines ¥, and
assuming that either py or another p are determined for some external potential, we can

apply the variational principle, and then obtain:

E[W,] < B[V, (2.25)
Flpo] + (Vo[ Vie|To) < Flp] + (¥|V;e| 1), (2.26)
Blpo] < Elp]. (2.27)

So we prove the second theorem. This theorem leads to another corollary, The functional
E[p] alone is sufficient to determine the exact ground state energy and density. In general,

the excited states of the electrons must be determined by other means.

2.1.4 Kohn-Sham Equations

Both theorems proposed by Hohemberg and Kohn couldn’t establish a way to find
some functional related to ground-state energy. In 1965, Kohn and Sham formulated a
new procedure that will give a self-consistent equations system (73). The solution will
return the density that minimizes the ground state energy functional, and this is one of the
reasons that DFT is one of the most popular methods for electronic structure calculations
- due to this approximation. The idea of replacing the initial many-body problem with an
auxiliary problem of independent particles was an accurate shot that leads to the exact
result of properties of a many-body system, even when using a single particle system - an
ansatz (69).

The ansatz has two main ideas: the exact many-body ground-state energy system can
be represented by an auxiliary single-particle ground-state density, and the single-particle’s

Hamiltonian is chosen having a kinetic energy operator and an effective potential Vig.
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These ideas will lead to an approximation that makes a 3N variables problem to other
single-particle problem but with N equations.
Using the energy eigenvalue given by equation (2.3), it is possible to write the electron’s
kinetic energy as
T = T[] = Tilp] + Telp), (2.28)

where Ty[p] is the kinetic energy of non-interacting electrons, T [p] is the amount of kinetic

energy due electronic correlation. Proceeding, we have:

Vee = Veelp] = Ve [p) + Veex [p] + Veee 0], (2.29)

where V.., is the electron-electron interaction potential energy, also known as Hartree

energy, that can be described by the following equation:

Viey = ej/d%/d?’r,p(r)p(r). (2.30)

/
jr — 7|

The exchange term V.., [p] is represented by:

Vel = =5 3 [ [ S 251

=

¢(r) represents the particle eigenvalues. In equation (2.29), still there is an unknown
correlation term, Ve..[p]. With all terms, it is possible to rewrite the total energy of the
system as:

Elp] = Tulp] + Telp] + Veey ] + Veex ] + Veec[p] + Vaelp]. (2.32)

The term V,.[p] is equivalent to [ p(r)v(r)d®r. The next step is to try an equation
simplification, grouping all of them in a new term, which will be called Ex¢[p], the

exchange-correlation energies, such as:

Telp] 4 Veex [p] + Veee [0 = Exclp)- (2.33)

Now, the total energy will assume the following form:

Elp] = Ts[p] + Veen [p] + Vaelp] + Exclol. (2.34)

This simplification allows us to group all terms we didn’t know, like (2.32), in only one
term Exc[p]. The kinetic energy term of a non-interacting electrons system has only one
known scheme (74) given by:

h2 N 5 )
Lol = —5- 3 [ droi(n) V) (2.35)
All terms in which exchange and correlation effects are involved will be in Ex¢[p]. There’s

no one exact expression for this term.
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We could find the total energy and electronic ground-state density if we know the
exchange-correlation energy term (2.33). To solve this so, the Hohemberg-Kohn theorems
will help: the ground-state energy will be obtained through (2.33) minimization with
relation to electronic density, taking into consideration the orthogonality of non-interacting

system:
[ 6o mdr = o (2:36)

By Lagrangian multipliers, we can minimize the equation above, so that:
- Z&/qb;"(r)%(r)d?’r, (2.37)

where ¢; are the Lagrangian multipliers. Minimize £ means

oL

=0, 2.38
501 (2.38)
and then:
(SE[,O] . 5Ts[p] lé‘/eeH 5Vne + 5Eazc] p(’l“) (2 39)
6¢;(r)  0gi(r)  Lop(r)  bp(r)  bp(r)] = 607 (r) '
where the electronic density of a single-particle system will be:
Z 565 ()85 (r (2.40)
At the same time, to kinetic energy term ((2.35) equation) we will have:
op(r)
: 92.41
5;(r) 24
075 [p) W o
= —— 2.42

where the index i refers to some specific state of the single-particle system. to get these
expressions, we need to apply the definition of a functional derivative?.

Following the term where are the Lagrangian multipliers, we have:

0 " 3.
50 (Z e [ 005(r)d0;(r)d r) = i, (r). (2.43)
From equation (2.37):
h2 9 (o 5‘/661_[ 5Vne oF. ) r) =
5B [ e | s e =0 b
S () +0lr) + oxe(r)| ) = 20), 245

where vy (r) = 65\'/023(?); ,o(r) = g;/(’f) e vxo(r) = gﬁzc) Now we can calculate the electronic

density of an interacting system in a v(r) potential described by the Schrodinger Equation

3 see Appendix B.
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and by the solution of a non-interacting system in a vg(r) = vg(r) + v(r) + vxc potential.

For the non-interacting system, we have:

l—;mVQ + Us(”‘)] ¢i(r) = €igi(r) (2.46)

occu

p(r) = ps(r) =D oi(r)]". (2.47)

Equations (2.46) and (2.47) are the Kohn-Sham equations. Through them, is possible
to obtain the electronic density of the ground-state electronic density of interacting electrons
by the electron density of a system of non-interacting electrons that are submitted to an
effective potential p; = Vi g solving the equations of Kohn-Sham.

Getting pg, the total energy will be given by:

Elpo] = Ts[po] + Vaey [po] + Vee|po] + Exc|po] (2.48)

with
Veelpol = [ d*ro(r)po(r) (2.49)
= / d*rlog(r) — vy (r) — vxe(r)]po(r) = Vs[po] — / d*rlog(r) — vxo(r)]po(r). (2.50)

So, the total energy will be:

occu

EO 281_7/d3 /d3 /p

where the non-interacting system energy is:

/ﬁ r) — vxe(r)]po(r) + Exclpo), (2.51)

=

occu

Ey = Z g = TS ,00 + Vs[po] (252)

Kohn-Sham equations are solved by a self-consistent field procedure, where initially
we propose an electronic density, that through it, will be possible to solve vg potential
and solve (2.46). The next step is to calculate the electronic density by (2.47). Using
convergence criteria, expanded in the next subsection (2.1.5), this will lead to a new final

density to the system, and then, getting all observables.

2.1.5 The Self-Consistent Field (SCF)

How the Kohn-Sham potential Vg depends on electronic density, and this density is
calculated by Kohn-Sham potential, the solution to this equation is known as self-consistent,
which is based on the use of an initial density pg, built by a sum of atomic densities, such

we have:

=Y palra — R.), (2.53)

where p, represents the atomic density of atom « and R the position of this atom.
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Energy, force, stress, ...

Figure 8 — The self-consistent field procedure.

This initial density will be the kickstart of Kohn-Sham’s potential calculations. From this
potential, the diagonalization of the Hamiltonian matrix Hics begins, in some convenient
base. Once the Kohn-Sham orbitals are found, the electron density of the system is
obtained. The self-consistent field is over when a convergence criterion is satisfied. Usually,
these criteria are based on the total energy difference, when reaches convergence for
|E® — BG=1| < p. If this criterion isn’t satisfied yet, the SCF cycle is restarted, but with
a new density. The cycle repeats until convergence is reached. In figure 8, we have an

expanded picture of the SCF procedure.

2.2 Approximations and Functionals

As we mentioned previously, some problems that happen due to many-body effects
are summarized in a single term, namely Exc. And now the determination of this term
is substantial to the correct DFT’s behaviour. As there is no well-defined expression for
the exchange and correlation term, we use some approximations for this term that are

necessary.
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2.2.1 LDA Approximation

Given the need for an approximation to the exchange-correlation term, Kohn and Sham
(73) proposed this approximation. It’s quite simple and there is a physical motivation.
Anchored in previous work from Thomas and Fermi (75), the Local Density Approximation
(LDA) considers that each region of the space of the system has an infinitesimal volume
that can be treated as a homogeneous electron gas. The exchange and correlation energy
is given by:

5210 = [ p(r)exclpr)d'r, (2.54)
where exc(p) is the exchange-correlation/particle of a homogeneous electron gas with

density p. The exchange-correlation potential vxc(7) now will be written as:

OF Jexc(p)
LDA xc xc
prm— = 2.
KA = 55 = exelptr) + r) 2, (2.55)
as the equation (2.47) will be rewritten as:
W s p(r') s LDA _
_2mv +o(r) + = r’|d (r') + exc ()| dil(r) = eii(r). (2.56)

The self-consistent solution of equation (2.56) defines the Kohn-Sham local density
approximation, which is commonly known as LDA. The LDA depreciates the correlation
energy, otherwise, overestimates the exchange factor. In inhomogeneous systems, i.e., p(r)
isn’t completely uniform, and LDA shows weak results. To balance this problem, the

functional Ex¢[p] should be expressed in terms of the total charge density gradient.

2.2.2 GGA Approximation

If the electronic density is non-uniform, we will use a trick that consists in express the
exchange-correlation functional Exc[p] in terms of the electronic density gradient, such
this functional carries information of electronic density inhomogeneity. This method is
better known as Generalized Gradient Approximation. The exchange-correlation term is
written as:

BSEM ) = [ 194 plr), Vp(r))d'r. (2:57)

The term f€%4(p(r), V(r)) is numerically calculated by parametrizations. One of the

most used parametrizations is the PBE functional, proposed by John Perdew, Kieron
Burke e Matthias Ernzerhof (76).

2.2.3 PBE Functional

A functional is defined by a rule or application that takes a function to a number (74).
The PBE functional is the most simple GGA (69) (77). The way this functional satisfies

the conditions in reference (76) is:

EEAPPE () V()] = [ p(r)ec(r Q)+ Hr G )i, (2.58)
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where ¢ = ”;(_r‘)ﬁ is the spin polarization, r is the local value of the density parameter and

t is the dimensionless gradient given by:

V()]
. 2.59
20krrp(T) (259)
Here, ¢ = ((1+¢)?3 + (1 + ¢)*3)/2. The final form of H is:
e? B 1+ At?
H=—y¢*In |1+ =t 2.
ao%b n( +7 14 At?2 + A%t (2.60)

where the factor €2/qy is the default unit in atomic units (aq is the Bohr radius), 8 and
7 are numbers that their values is respectively~ 0,066725 and (1 — In2)/7? ~ 0, 031091,
and A is:

-1

_ ~hom

P p— ] (2.61)
gl VB

2.2.4 van der Waals Density Functionals

Usually, in non-homogeneous systems, semi-local approximations are the most appropri-
ate. In some molecules and materials, local and semilocal density functionals can describe
very well the interaction effects, such as cohesion, bond lengths, and other properties.
Nonetheless, for more dispersed systems, such as molecular crystals and layered materials,
nonlocal and long-range interactions such as van der Waals forces are critical. The first
decade of the 21st century saw the development of two vdW functionals. The objective
of the vdW-DF is to provide, within the DFT, an efficient method for calculating the
non-local effects of vdW for all systems electronics. The interactions of vdW in vdW-DF
are approximated non-empirically, based on the many-body physics and general physical
laws. Here we will present a brief discussion of the vdW corrections that we used in this

work.

2.24.1 vdW-D2

In the DFT-D2 method, the total energy is given by:

Eprr-p = Exs-prr + Eadisp (2.62)

where Exgs_ppr is the usual self-consistent Kohn-Sham energy, and Egisp, is an empirical
dispersion correction is given by:

Nat—1 Nat C

Edisp —S¢ Z Z fdmp )7 (263)

=1 j= z+1
where N, is the number of atoms in the system, Cg denotes the dispersion coefficient for
atom pair ij,s¢ is a global scaling factor that only depends on the DF used, R¥ is an
interatomic distance, and fqmp is a Fermi-type damping function that must be used to

avoid near-singularities for small R (78).
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2.2.4.2 vdW-DF

The vdW-DF consists of different contributions to the exchange and correlation

functional, where
Exclpl = E¥""PF[] + Eolp], (2.64)

where the correlation energy Ex can be split into two pieces:
ELPA[o] + B, (2.65)

The terms E5¢TPE[p] and EEPA[p] respectively represent the functional of revPBE
exchange and the LDA correlation energy. The interaction of vdW is given by the non-local
correction E2[p] for the correlation only electronics, since for two spatially separated
systems it is possible to distinguish the electrons as belonging to one or another system. The
simplest way to write the nonlocal correlation energy is given by the adiabatic connection,
being

B = 5 [ drdr'o(r)o(r, #)p(r), (2.66)

where ¢(7,7’) is a function that depends on (r — ') and the density p in the close to r
and 7.

The term E! is treated in the full potential approximation, which is exact at long
distances between separated fragments, and then it can be written as:

% d
B :/0 trlin(l = V) —Ind) (2.67)

7

where Y is the density response to a fully self-consistent potential with long-range, V' is the
interelectronic Coulomb interaction, € is an appropriately approximated dielectric function,

and v is the imaginary frequency (79, 80).

2.2.4.3 vdW-DF2

For arbitrary geometries, vdW-DF reveals a good response when compared especially
with other non-empirical methods. Although, it overestimates equilibrium separations and
underestimates hydrogen-bond strength. The idea behind the vdW-DF2 is to employ a
more accurate semilocal exchange functional and the use of a large-N asymptote gradient
correction in determining the vdW kernel, such this correction improves equilibrium
separations, hydrogen-bonds strength and vdW attractions at intermediate separations
longer than the equilibrium ones.

The first change is to replace the exchange term coming from Perdew-Burke-Ernzerhof
(revPBE) with PW86 because revPBE is generally too repulsive near the equilibrium
separation, and can bind spuriously by exchange alone, although less so than most other
local or semilocal functionals. For the E% term, now we have the inclusion of a long-range

piece of the correlation energy EX[p], a fully nonlocal functional of the density [p] (81).
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The nonlocal piece of the correlation energy in vdW-DF2 is of the form:

Bl = [ dr [ @' o(r)s(r,r)p(r). (2.68)

2.2.4.4 optB86b-vdW

Original vdW-DF' similarly overestimates lattice constants to how it overestimates
binding distances for gas-phase dimers. However, some of the modified vdW functionals
lead to average errors which are similar to those of PBE or better.

Factors such as the equilibrium separation overestimated and hydrogen-bond underesti-
mated in vdW-DF led this method to several modifications focused on both the exchange
and correlation parts. This functional gives a special look to solid-state properties of
materials and gives an accuracy similar to other functional (optB88-vdW) which is good
for weakly bonded gas phase dimers and has improved asymptotic behaviour. From de-
tailed studies of the exchange functionals and binding curves, it became apparent that the
behaviour of the exchange enhancement factor () for small reduced density gradients (s)
affects the position of the repulsive Pauli wall (82).

The form of the optB86b functional is given by:

2

optB86b __ Hs _

2.2.5 Pseudopotentials

Despite numerous facilities for performing the calculations, DFT faces a slight compli-
cation: the high computational cost for calculations in systems with a large number of
atoms, especially for atoms with many electrons. As there are also numerous systems with
many atoms, there was a need to develop a method to circumvent this problem. Then,
there was the development of pseudopotentials. Pseudopotentials take into account that
only valence electrons participate in bonds, thus reducing the number of electrons that
will participate in the calculation.

The electrons are classified in the pseudopotentials as core electrons, inert, composed
of the electrons of the inner layers and the nucleus, and valence electrons, being those who
participate mainly in the properties of solids and molecules, and the DFT calculations,
as previously mentioned. Like electrons, pseudopotentials are also classified according to
their obtainment. The first group of pseudopotentials are the empirical potentials, which
were obtained through experimental parameters, and the second group of pseudopotentials
is composed of those that were obtained by ab-initio calculations by the solution of the
self-consistent equation of the Schrodinger equation.

Covering the discussion for first principles pseudopotentials, we can include a few
subcategories, such as the conserved norm pseudopotentials (83), the soft pseudopotentials

(84) and the ultra-soft pseudopotentials (85). We can also include a subcategory known
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as Projector Augmented-Wave (PAW) (86, 87). We do not exactly consider the PAW
method as a pseudopotential, as it retains the information of the correct behaviour of the
wavefunction ¢ (r) that describes the core electrons and generates the pseudopotentials.
The projector augmented wave method is a general approximation that introduces a linear
transformation between the pseudo wave functions and the real wave functions, where this
is the KS wavefunction without approximations. Its origin comes from the ideas of Slater

(88), where space is divided into two regions with different behaviours.

2.2.6 The PAW Method

We will then consider a region of the boundary, in which the wavefunction () presents
a smooth behaviour and another region closer to the nucleus of atoms, where the function
¥ (r) presents a disturbing behaviour due to the strong attractive nuclear potential. What
the PAW method does in practice is transform the function ¢ (r) into a smooth function
close to the regions where it is disturbed, introducing an auxiliary wave function ¢ () in
that region, to get the wave function ¢ (7) through it. We need to correctly describe the
wave function that will help us so that we can get the functions compatible with reality.

We will use the T operator, so that:

[i(r)) = Tldhi(r)), (2.70)

where 1; is the real wavefunction and ¢; is the smooth wavefunction. The operator T will
be given by:
T=1+) Sg (2.71)
R

where S is a locality term applied to the atomic enclosure region of radius R. The operator
T is composed of a part perfectly described by plane waves, in addition to a local term.
We now need to determine the form of the S operator to continue the problem. We know
that 7" when applied to smooth functions that seek to describe orbitals of the core |®;),

returns the orbitals of the core |<i>l>, where ¢ represents the set of quantum numbers. So:

|®;) = T|W), (2.72)
i) = (14 Sr)[ W), (2.73)
SrI¥) = |®;) — ;). (2.74)

Since the transformation 7" must be linear, the coefficients must be linear functions
of the wave function |®;) and another fixed function called the projector operator ((P]),

which is null in the region outside the core, where:

(Blepy) = dy5. (2.75)
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The equation (2.74) can be rewritten as:

SrlW:) =3 2(125) — 12;))(P]25), (2.76)

J

and applying in the total wavefunction, we’ll have:
(i) = [93) + D_(15) — 1@,))(Filddy). (2.77)
J

The projector operator is responsible for correctly writing the local character of the wave
function. Having the projectors, we can find a way to describe the operators, so that
they can correctly represent the eigenvalues acting on smooth plane waves instead of the
core potentials. We have to calculate the expected value of an operator O, analogously
to the change between the Schrodinger and Heisenberg representations, by the linear
transformation 7"

(0| Oy = (B,|TTO T|,). (2.78)

To facilitate the calculations, we use some approximations for the regime close to the

core potential. We will consider that:

S 1P =1, (2.79)

and then: )
= 1+;(|¢j> —|2)(Pi, (2.80)

T=1+31@;)(P] = 2 18;) (B, (2.81)

T= J1 +> |q>j><15;y — 1, (2.82)

T= Z |25)(B- (2.83)

The core orbitals must equal the smooth function outside the argument region, causing
|®,) = |®,), and so T' = 1. Therefore, these conditions lead us to a configuration for the

average value of a given operator, which will be given by:

(3] Oln) = (| TTO T|il) = (4| Olafil) + Z(WE)(@MOA@) — (04]01®;)( Py |¢s),
g (2.84)

such:
0 =0+ [P)((26]02;) — (B4]019;)( ;1. (2.85)
Jik

We can include one more term due to the presence of the core region (¢¢), causing the

expected value of the operator to be given by:

(Wi|TTO Ty = <@Zz|é|@zz|>+z<lzz|pk>(<‘bk|écbj>—@k@@ﬂuﬁy|@/~)z>+<¢c|é|¢c> (2.86)
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2.2.7 Basis - Periodic Systems, Plane Waves and Cutoff Energy

The crystalline state is characterized by a spatial repetition of a basic structure that
may contain one or more atoms bonded together (89, 90). This repetition can occur in
any direction, allowing the infinite system to be reproduced in the desired direction(s).
We call this “unit” of repetition as unit cell (91). The main advantage of using the unit

cell in calculations is that we can consider the external potential as:
V(r)=V(r+ R), (2.87)

where R is a lattice translation vector.

According to Bloch’s theorem, the wave function of an electron in a periodic potential
defined by (2.87) can be written as the product of a function of the same periodicity as
the potential (92), as:

Ur(r) = e* Ty, (2.88)

By the theorem (2.88), we naturally introduce the idea of plane waves. The KS orbitals
1r must be written as an expansion of a set of PW, so that they form a complete basis
and reproduce the periodicity of the lattice, according to the equation (2.88), where the
term uy is responsible for describing the periodicity of the lattice, and k represents the

wave number. Then, the expansion of uy ; in plane waves takes the following form:
U (1) = Y C i (G)e™ ug,, (2.89)
G

where Cy, ;(G) are the Fourier coefficients and the index j indicates the different eigenstates,

and so:

Ur(r) = Crj(G)eCTHT, (2.90)
G

The vectors of the reciprocal lattice are represented by G, and now the sum of the KS
orbitals is done in the moments’ space.

Bloch’s theorem implies that the wave function can be expanded on a plane wave
basis, as mentioned earlier. So the G allowed vectors lead to a reciprocal lattice with
infinite vectors that represent the wave function with infinite accuracy, which would lead
to extremely long and unpracticable calculations. So we need to impose cutoff energy to
constrain the sum. In practice, Fourier coefficients decrease as the term |k + G| increases,
which allows the expansion to be truncated to a finite number of terms. That is, the
maximum value of the kinetic energy for an electron in the system will be the cutoff energy
which is given by:

Byt > h—QjGJrky?. (2.91)
2m

For historical reasons, it is common to express the cutoff energy, not in atomic units (a.u.),
but in Rydberg (Ry), where 1 Ry = 13.6 eV = 0.5 a.u. = 0.5 Hartree.
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When expanding the KS equations into plane waves, we find a term for kinetic energy
and a second term for potential energy, which leads us to find the energy eigenvalues. We
provide the cutoff energy in the calculation to obtain the expansion coefficients of the KS

orbitals, and thus the electron density p(r).
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3 Borophene: Pristine Phases and Superlat-

tices

3.1 Electronic and Structural Properties in Pristine Borophene

In part I, our analysis is over borophene structures in two different cases: in the first
moment, only pristine sheets, viz. SO, S1 e S2, where we investigate the electronic and
structural properties combining DFT! and XANES?. Afterwards, we looked for borophene
heterostructures combining pristine phases with different periodicities (44, 45), where we
studied electronic properties, the rising of electronic stripes and transport properties in
this borophene superlattices (BSLs). These BSLs were designed through lateral attaching
of borophene pristine phases, changing the density of hollow hexagons, n, consequently
modifying electronic and structural structures. Due to the higher stability of pristine S1
and S2 over S0, S1/S2 BSLs showed higher stability compared to those that contain SO in
their composition (29). In S1/S2, we find a highly anisotropic electronic structure that
leads the lattices presents an electronic confinement ruled by pristine phase concentration
(45).

Now looking for the adsorption of organic molecules over borophene sheets, our goal is
to investigate the formation of self-organized molecular arrays, like of organic molecules
such as tetracyanoquinodimethane (TCNQ) and tetrafluoro-tetracyanoquinodimethane
(F4-TCNQ). Guided by the structure of the substrate, in this case, both pristine phases
and borophene heterostructures will allow the formation of different molecular channels.
If a stable molecular self-array is found, it will be possible to investigate the electronic

properties as a function of an external field.

3.1.1 Electronic Properties

The Fig.[9(al, bl and c1)] presents our calculated electronic bands and structural
models (a2, b2 and ¢2) of pristine borophene in SO [Figs.9(al) and (a2)], S1 [Figs.9(b1)
and (b2)], and S2 [Figs.9(cl) and (c2)] phases. In the SO phase, the boron atoms are
six-fold coordinated and present a buckled geometry. This buckling leads to two sublayers
with a vertical distance (in our case, z direction) of 0.87 A, in good agreement with the
literature. As we briefly mentioned in section 1.1, the electronic band structure of SO
is highly anisotropic. This means that the band structure presents different features for
different wave vectors, i.e., in the g direction (I'Y and SX K-paths), the SO borophene

looks like an insulator meanwhile in the 2 direction presents a metalic character - the

See Chapter 2

2 See Appendix D
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Figure 9 — Electronic structure, and structural models of the pristine borophene sheets
with different vacancy concentrations (n), (a) SO (n = 0), (b) S1 (n = 1/6),
and (c) S2 (n = 1/5); and the projected density of states near the Fermi level,
Ep +0.1¢V. The isosurfaces in (a2) and (b2) are equal to 2.5me/A?, and in
(c2) 5me/A%.

Fig. [9(a2)] corroborates this feature, since there is a formation of metallic chanes only in
the & direction. The electronic band structure of the Fig. [9(al)] is characterized by the
formation of p, and p, metallic bands for wave vectors along the I'-X and Y-S directions,
represented by red and green circles in [Fig. 9(al)](6). Fig. [9(a2)] presents the projected
electronic density of states near the Fermi level in an energy range of Er + 0.1V, where
it can be verified the wave function overlap along the z-direction. For SO phase, we verified
that the electronic transport properties in SO are characterized by a strong directional
dependence (93). In S1 and S2 phases, the existing vacancies give place to a planar sheet
(7). The planar boron sheets, with four-fold, five-fold and six-fold coordinated B atoms in
S1 and five-fold and six-fold coordinated B atoms in S2, are characterized by a n density
of hollow hexagons of 1/6 and 1/5, respectively. The energetic stability of those pristine
systems was verified through calculations of the cohesive energy (E€), which was given by:

Fsis

N

where E5¥ is the total amount energy of system, N is the number of borophene atoms

E° = - Eisol7 (31>

and Fig, is the energy of an isolated boron atom. Here we found E° of -6.21, -6.25, and
-6.27 eV /atom for SO, S1 and S2 phases, respectively, confirming that S2 is the most stable

phase. Negative values of E¢ are due to the system being stable. The energetic preference
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of S1 and S2, compared with SO is in agreement with the previous first-principles results
(27,6, 7).

The metallic character of borophene in the S1 and S2 phases has been kept, as shown
in band structures in Figs. [9(b1) and (c1)], indicated by the semi-filled bands that cross
the Fermi level. However, compared with the SO, the electronic anisotropy (where metallic
bands only exist in YS and XI' K-paths), is somewhat dimmed, as in all K-paths have
semi-filled energy bands. We find that the metallic bands of S1 are mostly composed of
the B-2p, and B-2p, orbitals localized on the four-fold and five-fold coordinated B atoms.
In S2 the formation of the metallic bands along the I'-Y and S-X directions is dictated by
a combination of o- (B-2p,) and 7m-orbitals (B-2p,).

3.1.2 Structural Properties

To get some insight into the structural and electronic features of the borophene sheets,
we simulate the boron K-edge XANES. We investigated the main features associated with
the B-1s — 7* transitions by considering the polarization vector perpendicular to the
borophene sheet (£, ). Structurally, there is a considerable difference between the three
phases described. Boron atoms in S0, S1 and S2 are characterized by different geometries
and coordination. In SO we have only six-fold coordinated boron atoms. In S1, we have
three types of coordination: (i) four-fold, (ii) five-fold and (iii) six-fold coordination; and
in S2 only two types of coordination: (i) four-fold and (iii) five-fold coordination. The
first one presents a buckled geometry, giving rise to boron lines along the z-direction
[Fig.9(a2)], while S1 and S2, due to the presence of vacancies, show a planar geometry,
where the six-fold boron atoms are separated by boron vacancy lines, in S1 (Fig. [9(b2)])
and S2 these vacancies are formed by dimer stripes, also separated by boron vacancies.

Those structural differences can be identified at the near-edge absorption interval, as
shown in Fig. [10(al) and (a2)], where the comparison heads only with SO and S1, then,
between the six-fold coordinated B; namely, the B-1s, — 7* absorption peak in SO presents
a larger energy dispersion (wider A in Fig. [10(al)]) in comparison with its counterpart
in S1 (Fig. [10(a2)]). This indicates that the presence of vacancy lines and the
planar geometry of S1 results in more localized 7* states compared to the
buckled SO phase. At the atomic scale, we have a nice manifestation of the role played
by the local geometry on the absorption spectra. In SO the B-B bond length (d) between
B atoms lying on the same layer (d = 1.61A) is shorter than the ones of the six-fold
coordinated boron atoms in S1 (d = 1.71 A), and thus increasing the 7* hybridizations in
SO in comparison with S1.

Now showing S1 and S2, both are planar structures, with vacancies, and five-fold and
four-fold coordinated boron atoms. S1 is characterized by hexagonal boron structures
separated by vacancy lines, while in S2 we have zigzag rows of boron-dimers (d = 1.67 A)

separated by vacancy lines. As presented in Figs. [9(b2) and (c2)], the electronic density
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Figure 10 — The simulated X-ray Absorption Near-Edge Structure (XANES) of the pristine
borophene sheets, K-edge spectra of six-fold boron atoms in SO (al) and S1
(a2); five-fold coordinated boron atoms in S1 (bl) and S2 (b2); four-fold

coordinated boron atoms in S1 (cl) and S2 (¢2). Inset, the local geometry of
the probed boron atoms (blue circles).

of states of S1 and S2, near the Fermi level, shows different features. The hybridization
in S1 somewhat mimics the one present in graphene, while in S2 there is charge density
overlap along the zigzag rows of B dimers. Our simulated XANES results capture those
structural and electronic differences. In S1, the near edge spectra (shaded regions in
Fig. [10(b1) and (c1)]) are characterized by a more intense and less dispersive
B-1s — =* transitions when compared with the ones in S2, (shaded regions in
Figs. [10(b2) and (c2)]). This indicates that the presence of hexagonal structures
in S1 gives rise to a more localized character of the 7*-orbitals near the Fermi
level, meanwhile in S2, the hexagonal structures give rise now to a less localized
character of the w*-orbitals near the Fermi level.
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3.2 Electronic Properties in Borophene Superlattices
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Figure 11 — Structural models (top-view and side-view) and the projected electronic
density of states near the Fermi level, Er £ 0.1eV, of S0,/S1; (al), and
S0y/S24 (b1) BSLs. Electronic band structure of S0;/S1; [S02/S24] projected
on S0 (a2) [(b2)] and S1 (a3) [S2 (b3)] regions. Isosurfaces of 3me/A3.

Motivated by the recent advances in the synthesis of 2D heterostructures and the
theoretically proposed electronic localization upon the presence of defects in borophene
(94), we examined the structural and electronic properties of borophene lateral heterostruc-
tures. Borophene heterostructures composed of S1 and S2 phases have been successfully
synthesized, where the authors identified S1/S2 periodic assemblies with different relative
concentrations (42). In this work, we have considered ordered 2D borophene superlattices
(BSLs) combining different structural phases of borophene, with m/n periodicities, sepa-
rated by zigzag edges. For instance, in S0;/S1; (m = 1/n = 7) we have one periodic unit
cell of SO separated by seven periodic unit cells of S1, as represented in Fig. 11(al). In Ref.

(44), electronic properties of some S0,,/S1,, BSLs were intensively investigated.
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Table 1 — Cohesive energies (E¢) of the BSLs (eV/atom) with different m/n periodicities,
namely SO,,/S1,, S0, /S2,, and S1,,/52,,.

SOum/S1a
m/n 1/7 2/6 3/5 4/4
E¢ 626 -6.25 -6.25 -6.23
SO /S2x
m/n 2/4  2/2  4/1 81
E¢ 627 -6.27 -6.23 -6.23
S1m/S2m
m/m 4/1 2/1  2/2  1/4
E¢  -6.26 -6.27 -6.27 -6.27
m/m 6/1 1/1 1/2 1/6
E¢  -6.26 -6.27 -6.27 -6.27

The equilibrium configuration of all BSLs was calculated taking into account the fully
relaxed atomic positions and lattice vectors?.

We will start our investigation looking for S0,,/S1,, and S0,,/S2, BSLs, but taking
a closer look at S0;/S1; and S0,/S2,. After the relaxation, the bond lengths change
drastically. For such a lower proportion of SO in these BSL mentioned, the vertical buckling
in SO has been suppressed. In S0;/S17 the B-B bond length between the B atoms lying on
the same sublayer (taking pristine SO as reference) increases from 1.61 A to 1.83 A at the
inner sites of the SO region, meanwhile for different sublayers, it reduces from 1.87 A to
1.73 A. Similarly in S0,/S24 (Fig. [11(b1)]), where the vertical buckling at the inner sites
of SO reduces to 0.03 A, with the bond length between the B atoms lying on the same
sublayers reducting of 1.72 A and 1.70 A for different sublayers. The energetic stability of
those BSLs was inferred by the calculation of the cohesive energies (E°), where we found
E€ of -6.26 eV /atom. Our results of E¢, summarized in Table 1, show that the cohesive
energies of the other BSLs are practically the same when compared with the ones of the
pristine phases, thus, supporting the energetic stability of those boron superlattices.

Examining the electronic properties of the aforementioned BSLs, we infer that in
S0,/S17 the electronic states near the Fermi level (in an energy range of Ep £ 0.1¢V)
are mainly localized on S1, giving rise to “electronic stripes” composed by graphene-like
m-hybridizations along the four-fold and five-fold coordinated boron atoms, of the inner
sites of S1z, separated by S0; rows. The [Fig. 11(al)] helps to clarify this inference - in
the S1 region is possible to see the charge density overlap along the four- and five-fold
coordinated from the inner sites of S1 fading into outer sites/S0 region. The localization of
the electronic states can be also identified through the projection of the energy bands on SO
and S1, Fig. [11(a2) and (a3)], respectively; where it is noticeable that most of the metallic
bands lying on S1. Such localization of the electronic states near the Fermi level and the

electronic separation of the metallic bands have been also observed in S05/S2y4, Figs. [11(b)].

3 A detailed description of computational details are presented in section F.1.
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Here, the electronic states are predominantly localized along the S2 region. However, as
shown in Fig. [11(b3)], in addition to the m-orbitals, we find that the o-hybridizations also
contribute to the formation of the metallic bands. The localization of the electronic states
in the other S0,,/S1,, and S0,,/S2, combinations, are presented in Figs. [13 and 14].
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Figure 12 — Structural models (top-view and side-view) and the electronic density of
states within Er £0.1eV, of S1,/52; (al), S15/52; (bl), S15/S25 (c1), and
S1:/524 (d1) BSLs. Electronic structure and the projection of the energy
bands on S1 (a2) and S2; (a3); Sly (b2) and S2; (b3); Sl (¢2) and S25 (c3);
S1; (c2) and S24 (c3). Isosurfaces of 3me/A® in (a) and (d); and 1.5 me/A? in
(b) and (c).

A large number of possible structural combinations to build up heterostructures, based
on borophene, is an interesting degree of freedom to control/design the electronic properties
in 2D systems. Here we will examine the S1,,/S2, BSLs, with m/n of 4/1, 2/1, 2/2, and
1/4, depicted in Fig. 12.

At the equilibrium geometry, (i) the planar structure has been preserved, and (ii) the
S1/S2 zigzag interface boron atoms are neatly arranged, where the B-B bond lengths and
angles are practically the same compared with the ones the pristine structures. At the
equilibrium geometry, the bond lengths and angles at the interface region change by less
than 0.8% and 1.5%, respectively, compared with the ones of the pristine S1 and S2 phases.
So, this indicates that S1/S2 interfaces present lower strain than S0/S1 and S0/S2.

In S1,/S2;, the electronic states within Fr + 0.1eV are mostly confined in S1 ruled
by S2, Fig.[12(al)]. There is a charge density overlap along S1, giving rise to metallic
bands for wave vectors parallel to the I'Y and SX directions, Fig. 12(a2) and (a3). Those
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metallic bands are predominantly composed of B-2p, orbitals lying on the four-fold and
five-fold coordinated boron atoms of S1. Meanwhile, the projection of the energy bands
on S2 reveals contributions from B-2p, and -2p, orbitals to the formation of the metallic
bands. On the other hand, the electronic states with wave vector perpendicular to the
S1/S2 interface, namely I'X and YS directions, are characterized by dispersionless energy
bands localized mainly on S1. Localization of the electronic states on the other S1,,/S2,
BSLs, m/n = 6/1, 1/1, 1/2, and 1/6 are presented in Fig 15, where is possible confirm the
formation of tuneable electronic stripes in S1/52 BSLs.

Reducing the width of S1, S1,/S2; — S15/S2;, the distribution of the electronic density
of states near the Fermi level, on S1 and S2, becomes almost equivalent. However, they
present different features (Fig.[12(b1)]). The metallic bands are characterized by -
hybridization through S1, while in S2 we have both, i.e. 7- and o-hybridizations (B-2p,),
with a major contribution from the latter along the zigzag B-dimers lines. Keeping the
width of S1, and increasing 52, S15/52; — S15/S525, we find that the electronic states near
the Fermi level become more localized on S2, mostly on the four-fold coordinated boron
atoms, as shown in Fig. [12(c1)]. Indeed, the m-and o-hybridizations along the S2 rows
have been strengthened, giving rise to metallic bands along the I'Y and SX directions,
concomitantly there is a reduction of the electronic contribution from S1. Finally, upon
further reduction of S1 and increase of S2, S1,/S2, — S1,/S2, (Fig. [12(d)]), there is a
noticeable change on the electronic distribution along S2, where the wave function overlap
between the B-2p, orbitals becomes more intense, strengthening the o-hybridizations and
the orbital localization along S2, characterized by zigzag rows of B-dimers. A notable fact
is that the B-dimer bond length in S2, (d = 1.67 A) is the same compared with that of S2
pristine.

In Figs. [13(al)-(c1)] we present the localization of the electronic states near the Fermi
level, Ep £ 0.1eV, of S0,,/S1,, for m/n = 2/6, 3/5, and 4/4. There is an increase in the
vertical buckling along the BSL proportional to the area of the SO region. However, the
localization of the metallic bands along the S1 region (mostly due to the B-2p, orbitals) has
been kept [Figs. 13(a2)-(b2) and 13(a3)-(b3)], although somewhat dimmed by increasing
the proportion of SO. Similarly, features have been found in S05/S2s, where the surface
area of S2, is larger in comparison with that of SO,. On the other hand, the localization
of the electronic states on SO increases by increasing its area, (see Fig. 14). In Fig. 15 we
present the electronic band structure, and the projection of the electronic states near
the Fermi level for the S1,,/52,, BSLs, with m/n = 6/1, 1/1, 1/2, and 1/6, where it is
noticeable the change on the localization of the electronic states near the Fermi level,

namely from S1 in S1/S2; (Fig. [15(a)]) to S2 in S1,/52¢ (Fig. [15(d)]).
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3.3 Conclusions

o We confirmed the metallic character of the pristine systems, through simulations of
X-ray Absorption Near-Edge Structure (XANES) we unveil the connection between
the electronic properties and the atomic arrangement of borophene S0, S1, and S2

phases;

« We report that each structural phase presents a particular K-edge X-ray absorption

spectrum, and thus, well-defined XAS fingerprints;

o Electronic structure calculations reveal confinement effects, which lead to metal-
lic electronic stripes embedded in BSLs and a strong directional dependence in

transmission probability, giving rise to transport channels tuned by m/n proportion.
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Figure 13 — Structural models (top-view and side-view) and the projected electronic
density of states near the Fermi level, Fr 4+ 0.1eV, of S05/S1g (al), S03/S15
(b1), and S04/S14 (c1) BSLs. Electronic band structure projected on the SO
[S1] regions (a2), (b2), and (c2) [(a3), (b3), and (c3)]. Isosurfaces of 3me/A?
in (a); and 5me/A% in (b) and (c).
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Figure 14 — Structural models (top-view and side-view) and the projected electronic
density of states near the Fermi level, Fr + 0.1eV, of S05/S25 (al), S0,/52;
(b1), and S0s/S2; (c1) BSLs. Electronic band structure projected on the SO
[S2] regions (a2), (b2), and (c2) [(a3), (b3), and (c3)]. Isosurfaces of 3me/A?
in (a) and (b); and 0.3me/A? in (c).
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Figure 15 — Structural models (top-view and side-view) and the projected electronic
density of states near the Fermi level, Er +0.1¢V, of S1,,/S2,, for m/n = 6/1
(al), 1/1 (b1), 1/2 (cl), and 1/6 (d1). Electronic band structure projected
on the S1 [S2] regions (a2), (b2), (c2), and (d2) [(a3), (b3), (c3), and (d3)].
Isosurfaces of 1.5me/A® in (a) and (b); and 3me/A3? in (c) and (d).
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4 Perspectives

4.1 Molecular Self-Assembly and Adsorption of Organic Molecules

in Borophene Superlattices

In the last few years, carbon-based nanostructures have been intensively investigated.
Following this tendency, boron-based was also included in this class. These materials could
be used in nanodevices development and work as a support to investigate new phenomena
in low-dimensional systems.

The molecular self-assembly process in solid surfaces is dictated mainly due to molecule-
molecule and/or molecule-substrate interaction (95). The organic molecules adsorbed in
graphene’s surface were largely discussed in literature (96, 97, 98), and organic molecules
that change substrate properties as tetracyanoquinodimethane (TCNQ) and tetrafluoro-
tetracyanoquinodimethane (F4-TCNQ) are well-known for being a graphene electron-
receiver (99). Here, our goal is to study the stability of these two molecules in borophene

substrates, and the possibility of molecular self-assembly.

4.1.1 Pristine Borophene and Organic Molecules

To understand the interaction between borophene superlattices and organic molecules,
firstly we started our investigation with pristine borophene, viz.: S1 and S2, interacting
with TCNQ and F4-TCNQ.

TCN b F4-TCNQ
(a) R Q@ (b) ~ o

® ®
Figure 16 -~ TCNQ (a) and F4-TCNQ (b) molecules.

The isolated molecules’ energetic stability was analysed through adsorption energy

(Eags), given by:

Eads = Esis - Esubs - Emoh (41)
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where Fgg is the total amount of system energy, Fi,s is the amount of energy of substrate
and F,. is the isolated molecule energy. Negative values indicate that the system was
formed. Firstly were analysed a few specific sites for S1 as substrate, are detailed in figure
[17]. These sites are namely bridge-x (BX), bridge-y (BY), hollow-x (HX), hollow-y (HY),
top-x (TX) and top-y (TY). Bridge, hollow and top allude to graphene sites meanwhile
the index x and y are about the molecule orientation. Adsorption energies are listed in
table 2
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Figure 17 — TCNQ and F4-TCNQ adsorption sites in S1 borophene.
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Table 2 — S1-TCNQ and S2-TCNQ adsorption energies (E4ps in €V).

SI-TCNQ
site BX BY HX HY TX TY
B, -1.37 -128 -1.34 -1.31 -1.31 -1.31
S2°TCNQ
site. BX BY HX HY TX TY
B, -1.40 -1.41 -141 -1.38 -1.38 -1.39

Calculations indicate that bridge-x is the most stable site for both molecules, with
FEags = -1.36 (-1.41) eV for TCNQ-S1 (TCNQ-S2). The next step is to analyse the most
stable sites for S2 as substrate and BSLs from chapter 3, due to the electronic confinement
effects in the latter, since there is a preference for phases ruled by the m/n proportion. If
this fact is confirmed, we will verify (or not) the occurrence of molecular self-assembly

and its electronic properties.
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5 Pristine and Oxidized Cellulose

In this chapter, we investigate cellulose disassembly after the TEMPO-oxidation process
and how carboxylate groups influence the intersheet (IS) and interchain (IC) interactions
along the inner sites of cellulose nanofibers (CNF). First, we present the total energy of
the IS and IC interactions along the (i) pristine, detailed in subsection 5.2 and (ii) oxidized
cellulose nanofibers (subsection 5.3). In (i), the main goal is to compare the IS and IC
binding energies by using different approaches to describe the long-range van der Waals
(vdW) interactions, herein vdW-DF (100, 101, 102, 103), vdW-DF2 (78) and optB86b,
and in (ii) we once again investigate IS and IC interactions, but this time, focused on
its strength as a function of the degree of oxidation of the carboxylate groups. Through
TEMPO-mediated oxidation, was experimentally observed that the formation of nanofibers

occurs with widths corresponding to the ones of single and double cellulose polymer chains.

5.1 Experimental Overview of the Cellulose Nanofibers

The reports in this section are here to explain how was obtained the CNFs. Experimental
results were obtained and explained in the Brazilian Nanotechnology National Laboratory
of the Brazilian Center for Research in Energy and Materials (LNNano/CNPEM) by Dr
Juliana S. Bernardes’ group.

The oxidized CNFs were isolated from sugarcane bagasse pulp through TEMPO-
mediated oxidation using high oxidant content, 25 and 50 mmol/g. This reaction converts
C6 primary hydroxyls groups from cellulose to carboxylates (COO™) Na', yielding gravi-
metrically normalized values of 1.10 and 1.40 mmol of COO™ per gram of cellulose,
respectively, which correspond to ca 25% of oxidation. Electrostatic repulsion between
highly charged cellulose microfibrils SC-25 and SC-50(-potentials ca —65mV in water)
together with osmotic effects promoted the disassembling of completely individualized
CNF dispersed in water without the need for high-energy mechanical treatments. On the
other hand, cellulose fibres with low carboxylate content (SC-5, 0.4 mmol per gram of
cellulose) presented aggregated fibril bundles, as already observed for different types of
biomass. The SC-25 and SC-50 nanofibers present average lengths in the range of 243-370
nm and an average width of 4 nm, which may correspond to elementary fibrils diameter,
according to Ding and Himmel’s model for maize biomass (104). The full details of this

experimental section! is available in (105).

L All experimental investigation that support the theoretical results here presented (and vice versa)

was performed in Brazilian Nanotechnology National Laboratory of Brazilian Center for Research in
Energy and Materials (LNNANO/CNPEM), Campinas, Sdo Paulo, by Dr J. S. Bernardes’ group. Once
again, we register our thanks.
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Figure 18 — Structural model of monoclinic cellulose I5. Solid lines indicate a perspective
view of the periodic unit cell.

5.2 Pristine Cellulose Nanofibers

The experimental results in (105) suggest that the formation of cellulose polymer chains
is a consequence of the weakening of intersheet and interchain interactions within the
elementary oxidized fibrils. To provide support to these results, DFT simulations are capable
to unveil the noncovalent IS and IC interactions. The first step is to analyze hydrogen
bonds and vdW forces and their behaviour in intersheet and interchain interactions

In Fig. 18 we present the structural model of the monoclinic Iz phase, where the
periodic structure can be described by two misaligned molecular chains per unit cell. These
sheets are composed of linear chains (a direction), where the lateral interchain interaction
(b direction) is mostly ruled by O-H- - - O hydrogen bonds (HBs), and them stacking (vdW
interactions - direction c ) is the responsible of the structural stability of this crystal. The
strength of the intersheet (IS) and interchain (IC) interactions were quantified by the
calculation of the IS and IC binding energies (Ef and E%, respectively), given by:

E%S = Ebulk - Esheeta (51)

E{)C = Esheet - Echain- (52)

Evuk, Esheet, and Egpain corresponds to the total energies of crystalline cellulose nanofibers,

free-standing cellulosic sheet, and free-standing single molecular chain. The binding energy
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Table 3 — Interchain (IC) and Intersheet (IS) binding energies for different vdW.

vdW Ef)s Ef)c E%NF EIbS/ Ef)c
DF —1.351 —-0.676 —2.027 2.0
D2 —1.080 —-0.833 —1.913 1.3
no vdW —0.127 —-0.569 —0.697 0.2

Table 4 — Equilibrium geometry of I3 cellulose.

vdW DF D2 Exp. (46)
a(A) 7.872 7413 7.784
b(A) 8391 8159 8201
) 10.576 10.416 10.380
°) 90.0 898 -
)
)

89.8 89.9 -
93.5 95.5 96.5

of the cellulose nanofibers (Eyy) can be written as the sum of interchain and intersheet
binding energies:
E¢xr = Eic + Eyg. (5.3)

By using the vdW-DF approach, we have E2yp = —2.027 eV /unit-chain, where a unit-chain
corresponds to two glucose rings. In order to investigate the role of energy cutoff, we in-
creased it to 60 Ry, and we obtained Efs = —1.321 ¢V /unit-chain and E%, = —0.665 eV /unit-
chain, resulting in binding energy of —1.986 eV /unit-chain. As the energy differences are
from a small order, our calculations were with 48 Ry. The total energy results are sum-
marized in Table 3, where we have also considered the semi-empirical vdW-D2 approach,
to describe the long-range dispersive interactions. In Table 4, we present some important
information about the equilibrium geometry of the Iz crystalline cellulose. The results
were in good agreement with the experimental measurements (46).

Despite several results in the literature, there is no consensus on which interaction
would be more influential, i.e., with greater intensity in binding energy. Comparing our
results, we find different results obtained through different calculation approaches. In the
literature, Qian et al. (106) found IC interaction stronger than the IS interaction; while
Parthasarathi et al. (107) obtained nearly the same contribution for both interactions.
Meanwhile, even upon the inclusion of vdW correction (78), Li et al. (108) obtained 0.8 and
1.1 eV /unit-chain, for IS and IC interactions, respectively. In contrast, based on molecular
dynamic (MD) simulations, Gross and Chu (109, 110) pointed out that the IS iteration is
larger than the IC interaction. In our calculations, the total energy results are in agreement
with these latter results. We found that the IS interaction is stronger than the IC one by
almost twice, F%/FEf- ~ 2, using vdW-DF. By using the vdW-D2 approach, the strength
of the IS interaction reduces, meanwhile in IC it increases, keeping EY larger than Ef,

with a rate F%/E’ in ~ 1.3. To check the accuracy of our results, we have calculated the
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binding energies using other nonlocal self-consistent vdW approaches. Technically they
are the same approaches, but implemented in a different code - VASP in this case (see
App. F). These results are summarized in Table 5.

Table 5 — Intersheet (IS), interchain (IC), and CNF binding energies using the vdW-DF,

vdW-DF2, and vdW-optB86b approaches implemented in the VASP code. The
binding energies are in eV /unit chain.

vdW Efs EIbC EéNF Ef’s/ EIbC

DF —1.288 —0.663 —1.951 1.9

DF2 —1.232 —0.716 —1.948 1.7
optB8&b —1.441 —0.818 —2.259 1.8

In Refs. (109) and (110), the authors pointed out that vdW interaction rules the IS
interaction, while it presents a minor contribution to the IC one. To provide a quantitative
picture of the role played by the dispersive forces to the structural stability of the Ig
CNFs, we calculate E% and E%, by turning off the vdW contribution, but “freezing” the
equilibrium geometry obtained by the vdW-DF calculation. Here, we found a reduction
of the IS from —1.351 to —0.127 eV /unit-chain, while for the IC interactions change by
less than 0.1eV, EY, = —0.676 — —0.569 eV /unit-chain. The E° ratio vdW /no-vdW in
the first is &~ 10.6 meanwhile in the latter is &~ 1.2. This evidences that vdW forces
present (i) a dominant role in the energetic stability between the cellulosic
sheets (about 90 % of the IS interactions), and (ii) a minor contribution to
the IC interactions (~16 %). We will use this information [(i) and (ii)] to guide and
provide an energetic picture of the disintegration of oxidized CNFs (section 5.3).

Here in this chapter, we didn’t take into account any presence of solvents (explicit or
implicit) or reorganization process in the calculations of the binding energies (111, 112,
113, 114). The E%, and E% were obtained comparing the total energies, at T=0, of the
initial (chain/sheet) and final (sheet/bulk) ground state configurations. We are assuming
the approximation that (i) the solvent contribution to the total energies of the initial and
final systems are nearly the same, as well as (ii) the temperature dependence carried out
by the entropic term in the free energy. Therefore, within such an approximation, these
contributions [(i) and (ii) separately| are cancelled out when we compare the initial and
final free energies (115, 116).

5.3 Oxidized Cellulose Nanofibers

Now we will examine the changes of these IS and IC interactions upon the presence
of charged carboxylate groups due oxidation process embedded within elementary fibrils.
Here, we will show an atomistic picture of how these charged carboxylate groups rule the
repulsive electrostatic forces within the nanofibrils, which in its turn weakens IS and IC

interactions between the polymeric cellulose chains.
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Figure 19 — AFM experimental images (a)/(c). In (b), elementary fibril diameter distri-
bution in the oxidation process. IC and IS disruption, represented by red and
blue dashed lines, respectively (d).

The energy cost to disintegrate the cellulose fibers reduces upon the formation of
charged carboxylate groups (COO™) (117). Indeed, previous experimental works have
shown the disintegration of cellulose into nanofibers with diameters of 3-5 nm mediated by
(TEMPO) oxidation processes (118, 119). Also, MD simulations have been done addressing
the effect of the presence of carboxylate groups, bonded to the CNF surfaces, on the
inter-fibril interaction (120). An important point here is that Pinto et al. (59) have used a
recently proposed low-energy cost pathway to produce cellulose nanofibers with widths of
single and double cellulose polymer chains (AFM images in Figs. [19(a) and (c)]).

Following this report, we expected that the formation of carboxylate groups should
occur not only on the surface of the elementary fibrils but also at the inner sites of the
CNFs (Fig. [19(b)] - indicated by the count of elementary fibrils with diameter < 3 nm)
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Figure 20 — Schematic representation of the IS (a) and IC (b) binding energy calculations.
(al)-(bl)/(a2)-(b2) Final/Initial configuration of two free standing cellulosic
sheets (a) and chains (b). (c¢) Structural models of pristine (non-oxidized) NC
chain (c1), and oxidized chains with linear concentration of carboxylate groups
of [COO™] = 25% (c2), 50% (c3), and 100% (c4). The carboxylate groups are
within red rectangles.

indicated by dashed lines in Fig. [19(d)], such there is a weakening of IS and IC interactions.

Figs. [20(a) and (b)] indicate how the calculation procedure of IS and IC (respectively)
binding energy was conducted, as a function of the charging state of the carboxylate group.
Here, the binding energy (E®) corresponding to the IS [IC] interaction was obtained by
comparing the total energies of two free-standing cellulosic sheets [chains]| interacting with
each other (their final configuration), as shown in figures 20(al) [20(b1)], and the ones far
from each other (their initial configuration), figures20(a2) [20(b2)], for a given charging
state (q),

E{)S/IC(Q) = Efinai(q) — Einitial (9)- (5.4)

For each configuration (initial/final), we obtained fully relaxed atomic positions and
the total energies including the vdW interactions within the vdW-DF approach. Within
our supercell approach, we have considered the presence of carboxylate groups with
different concentrations ([COO™]), i.e., 0% (pristine case), 25%, 50% and 100%, shown
in figures 20(c1)-(c4). The localization of the net charge (q) was determined by using the
Lowdin orbital population (121), where we found that most of the charging lies on the
carboxylate groups. In Figs. [21(a) and (b)], we present how the net charge density along
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Figure 21 — Charge density distribution along oxidized cellulose chain, with [COO~] of
50%), upon the net charging increase ¢=0.25— 0.50 ¢ (a) and ¢=0.25—1.0¢
(b). Isosurfaces of 0.003 ¢/A% in (a) and 0.002 e¢/A? in (b).

a cellulose chain with [COO™] of 50% increases when the charging state increases from
q=0.25—0.50 ¢ and ¢=0.50 — 1.00 e. To check the suitability of our calculation approach,
instead of charging our supercell, we have considered the presence of sodium ions nearby
the carboxylate groups (120). In this case, we found a net charging of about 0.5¢e per
[COO7] unit.

Attempting for binding energies results for IS and IC interactions in figures 22(a) and
(b), was revealed a weakening of the IS and IC interactions, compared with the ones of
pristine systems (dashed lines in Fig. 22), that is proportional to the charging and the
concentration of carboxylate groups. Moreover, the net (negative) charge localization in the
carboxylate group, as shown in figure 21, actually supports the repulsive electrostatic role on
the cellulose disassembling process of CNF by weakening the IS and IC interactions (117).

After binding energy comparison in figure 22(c), the higher E° of interchain interaction
shows that IC interactions are more sensitive to oxidation than the IS interactions. An ex-
ample is given for [COO~|=50% and charging of ¢ = 0.5¢, which IC binding energy reduces
by 0.25 eV /unit-chain, F%, = —0.48 — —0.23 eV /unit-chain, whereas for the IS interaction,
we found E% reduces only by 0.09 eV /unit-chain, —0.60 — —0.51 eV /unit-chain. By these
results, we suggest that the CNF disassembly should take place (preferentially) through a
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Figure 22 — Intersheet (a) and interchain (b) binding energy as a function of the charging
state (¢) with [COO~]=100, 50, and 25%. Dashed lines indicate the calculated
binding energies of a (non-oxidized) pristine system. (c¢) IS (black) and IC
(shaded) binding energies for ¢ = 0.5e. [COO~] =0 indicates non-oxidized
pristine system.

disruption of the interchain interactions (indicated by red dashed lines in figure 19(d)])

In the pristine systems, the IS binding energy is mostly dictated by vdW forces, while
the hydrogen-like C-H---O bonds bring a minor contribution. Oppositely, IC binding
strength is mostly ruled by hydrogen bonds, followed by a minor contribution from vdW
forces.

Now, in oxidized systems, Ef. reveals a greater reduction when compared with Elx
[figure 22(c)]. To this, we can infer that the weakening of hydrogen bonds and vdW
interactions (C-H- - - O) play the main role in the disassembly process of CNFs. To provide
qualitative support to such a statement, we calculate Elx /Ic(q), for [COO~]=50%, with no
vdW contribution to the total energies. The results for the IS and IC binding energies,
indicated by empty squares in figures 22(a) and (b), show a significant reduction of 1C
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binding energy. On occasion, for ¢ = 0.5 ¢, E¥%(q) reduces from —0.511 to —0.016 eV /unit-
chain, while the intensity of the IC interaction reduces by about 0.08 eV /unit-chain,
E%(q) = —0.230 — —0.151 eV /unit-chain, i.e., the higher reduction of E% compared with

that of B is a consequence of the predominance of vdW forces in the IS interactions.
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5.4 Conclusions

o A disruption of CNFs was attributed to the formation of carboxylate groups embedded
within oxidized fibrils, weakening the noncovalent interchain (IC) and intersheet (IS)

interactions;
o The disassembling process depends on the concentration of the carboxylate groups;
o IC and IS binding energies [E%, /15(q)] reduce in the oxidized CNFs;

o A reduction of E%, y 15(q) is proportional to the charging state (¢), and the concentra-
tion of the oxidized carboxylate groups indicating an electrostatic repulsion between
the (charged) cellulose fibrils;

o The disassembly processes of the oxidized CNFs should take place primarily through a
disruption of the interchain interactions, giving rise to (predominantly) fibers and cel-
lulose chains, instead of sheets, as a final structure, and thus in accordance/supporting

with the present experimental AFM observations.
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6 Cellulose-Graphene Interaction

(al) nCLPYY/G (b1)

(a2) ncLeetG  (b2) nCL2M/G

Figure 23 — Structural models of graphene interacting with the hydrophobic (al)-(a2), and
hydrophilic (b1)-(b2) nanocellulose sheet described by a single layer (al)-(bl),
and bilayer (a2)-(b2) of cellulose nanofibrils.

6.1 Nanocellulose - Graphene Binding Energy and Geometry

The first step in this chapter is to examine the energetic stability and equilibrium
geometry of the nCL/G interface, and the role played by the long-range vdW forces on
the nanocellulose - graphene binding strength. The structural models of nCL/G interface
investigated in this work are shown in Fig.23. The graphene layer interacts with two
different cellulose interfaces: (i) hydrophobic (Figs. [23 (al) and (a2)]) and (ii) hydrophilic
(Figs. [23 (b1) and (b2)]) nanocellulose sheets described by a single layer of cellulose fibrils,
labelled as nCLPP /G and nCLPM /G in figure 23(al) and (b1), and bilayer of cellulose
fibrils, nCLY™ /G and nCLE™ /G in figure 23(a2) and (b2).

The hydrophobic interface is characterized by the predominance of CH-m bonds', while
in nCLPY!/G the interface interaction is mainly dictated by the OH-m bonds?. The nCL/G

1
2

CH-7 bonds are those bonds which a CH- radical (from cellulose) is bonded in a C from graphene
OH-7 bonds are those bonds which an OH-radical (from cellulose) is bonded in a C from graphene
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Table 6 — Binding energies (E° in meV/A?) and ncl-G interface distance (h in A) of the
nCLPEP /G and nCLPM! /G interfaces.

nCLPP /G nCLP™ /G
vdW EP h B h
DF 12.02 271 £ 0.09 11.63 2.59 & 0.12

optB86b  15.10 2.53 + 0.08 13.87 2.13 + 0.12
no vdwW 0.51 3.04 &£0.08 0.81 2.90 £ 0.23
DF-solvent 11.80 2.71 £0.09 9.51 2.70 & 0.06

nCLY™ /G nCLEM /G
vdW EP hn EP h
DF 1322 275+ 0.07 1234 251 + 0.13

optB8b  16.07 2.46 £ 0.07 1391 2.32 £ 0.13
DF-solvent 12.92 274+ 0.07 9.69 2.69 £ 0.10

interface binding energy (E®) was calculated by:
E’ = E[nCL/G) — E[nCL] — E[G], (6.1)

i.e., comparing the total energy of the final system (E[nCL/G]) and the sum to the total
energies of the isolated components; for example, in Figs. 23 (al) and (bl) a single sheet
of cellulose nanofibrils (E[nCL]) and single layer graphene (E[G]). For each interface,
nCLPP /G and nCLPR! /G, we have considered three different stacking geometries, varying
cellulose sheet position through graphene sites. Then was found that £’ and the average
equilibrium vertical distance between the nCL and graphene sheet (h) changes by less
than 0.06 meV/A? and 0.01 A.

The results of E® and h, in Table6, reveal an energetic preference for the nCLPhP /G
interface. By using the vdW-DF approach to describe the long-range vdW interactions we
found binding energies of 12.92 and 11.63meV/A? for nCLP*" /G and nCLP"!/G, respec-
tively. To compare it with other layered 2D counterpart systems, we find that the nCLPE" /G
binding energy is comparable with that of boron-nitride/G bilayer [~12meV/A2(122)],
~ 40% smaller for that graphene bilayer, about 13% smaller compared with the inter-
sheet binding energy of nCL (105), and between 16% and 40% higher when compared
to graphene oxide (GO) and nCLP"® interface, depending on the oxygen concentration
(123). We have also calculated the binding energies by using the vdW-optB86b functional
(the results are summarized in Table 6). Adding a second layer of cellulose nanofibrils,
nCLY™ /G and nCLE" /G, as depicted in Figs. 23(a2) and (b2), respectively, confirms
the energetic preference for the nCLPR" /G interface, which is in good agreement with
recent theoretical findings based on molecular dynamic simulations (124, 125). These
previous studies indicate that the presence of trapped water molecules at the nCL/G
interface reduces the binding energy; further, was verified the exclusion of the water
molecules from the nCLP™" /G interface (124). To confirm this, we checked through the
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implicit solvation model® (126, 127) a reduction of the interface binding energy, leading
to B’ =12.92—11.80meV/A? in nCLP™P /G, and 11.63 — 9.51 meV/A? in the nCLPM! /G
interface. The equilibrium geometries of the nCL/G interfaces showed tiny variation,
almost remaining the same as those obtained previously with no solvent effects. These
calculations took into account only electronic effects, ignoring any geometry effect (it is
a direct consequence of the implicit solvation model). It is worth noting that the larger
binding energy reduction in the latter is due to the hydrophilic nature of the interface,
which is in agreement with the results of solvation energies £* (also showed in Table 6),
with £* = 2.87 and 10.77meV/A? in nCLP* /G and nCLPM /G, respectively, and 4.21
and 11.19 in the nanocellulose bilayer systems, nCLY"" /G and nCLS™ /G.

As discussed in the previous chapter, long-range vdW dispersion interaction plays an
important role in the interchain and intersheet binding energy between the cellulose fibrils
and nCL sheets, respectively. Here, once again, to measure the role played by the vdW
interaction on the nCL- G binding energy, we have calculated E® by turning off the vdW
contribution. In this case, the binding energy of the nCLP'? /G (nCLPM /G) interface
reduces to 0.51 (0.81) meV /A2 and the vertical distance h increase to 3.04 (2.90) A; so,
as occurred in intersheet binding energy in pristine nCL (105), we can deduce that the
non-covalent (vdW) interactions once again rules the formation of nCL/G interfaces.
Comparing the vdW role in the nCL/G interface with the one in graphene bilayer (GBL),
where the interlayer interaction is mainly ruled by m—m bondings, within the vdW-DF
approach, we found that the binding energy reduces from 21.16 to 0.51 meV /A2, and the

interlayer distance increases from 3.47 to 3.70 A.

6.2 Structural Characterization

Core-level spectroscopy is a powerful tool to provide the structural characterization of
materials on an atomic scale based on the local electronic properties of the probed element.
The combination of experimental XANES data and first-principles simulations has proven
to be a highly successful strategy to understand the atomic structure of novel materials
(128, 129, 130, 131). In this section, we will show XANES simulation results of the Carbon
K-edge absorption spectra of nCL/G interfaces to find spectroscopic fingerprints of the
atomic structures of the nCLP*P /G and nCLPM! /G interfaces.

Our investigation starts with the XANES of the pristine isolated systems, graphene,
and single layer nCL. In Fig.24(a), we have the absorption spectra of graphene as a
function of the orientation () of the radiation polarization vector (€), where we can
identify the C-1s —7* [ ¢*| transition for é = €, (#=90°) [é = ¢ (0 =0°)]. The energy
positions of these absorption peaks, around 285 and 292eV, respectively, indicated as

g1 and go in figure24(a), and the dependence of their intensities with the orientation

3 see Appendix E.
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Figure 24 — Carbon K-edge simulated XANES spectra of pristine graphene (a), and single
layer cellulose fibrils (b) as a function of the radiation polarization angle (6).

of the polarization vector is in good agreement with the previous experimental findings
(132, 133, 134). Experimental results of XANES spectra of cellulose (135, 136) indicate the
presence of two absorption peaks, at 289.3 and 290.7 eV, both attributed to the C-1s — 7*
transition, associated to the C-OH and C—H bonds, respectively. Those bonding structures
are present in the single layer nCL, and the respective absorption spectra were identified
in our simulations. In Fig. 24(b), we show our results for a single-layer nCL sheet which
are characterized by (i) two absorption peaks, denoted ¢; and ¢y, lying at about 287 and
290 eV, and (ii) reduced angular dependency with the direction of the polarization vector
compared to the one of graphene (Fig. [24(a)]). As shown in Fig. 24(b), the energy positions
of ¢; and ¢y changes by 0.36 and 0.21 eV, respectively, for § = 0° — 90°. These simulations
of the XANES spectra of nCL were performed by taking into account the polar angle [0,
presented in Figs. 24 and 25], and two azimuthal (¢) angles, one for polarization vectors
parallel and another perpendicular to the cellulose fibrils.

The XANES spectra of nCLPPP /G and nCLPM! /G interfaces are shown in Figs. 25(a)
and (b). In both spectra we identify the C-1s — 7* and — ¢* absorption features from
graphene for # = 90° and 0°, respectively. Between these two transitions energies, we can
identify the following differences in the absorption features in nCLP*? /G and nCLP"! /G
attributed to the nCL absorption spectra, (i) the presence absorption peaks 7a and
2a [Fig. 25(a)] for @ = 0°, while in the nCLP"! /G we find one absorption feature, 1b in
Fig. 25(b); (ii) the absorption peak 2b at 287.5 €V is clearly visible in the nCLPM! /G interface
for & = 90°, but it is attenuated in nCLP'P /G; and (iii) due to the tilted geometry of
cellulose fibrils with respect to the graphene layer, the absorption spectra in nCLPR! /G
are no longer symmetric for positive and negative values of radiation polarization angles.
For instance, the absorption features for # = +15° and —15° (dot-dashed lines) present

different intensities, as seen in Fig. 25(b).
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Figure 25 — XANES spectra of nCLP*P /G (a) and nCLPM /G (b) interfaces. XANES
spectra of hypothetical graphene [(al)-(b1)] and single layer nCL sheet [(a2)-
(b2)] constrained to the equilibrium geometry of the respective final system,
nCLP*P /G and nCLPM /G, as indicated in the insets. XANES spectra of
nCLY™ /G (c) and nCLE™ /G (d).
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As the formation of the nCL/G heterostructure occurs mainly due vdW interactions,
without covalent bonds between the nCL sheet and the graphene layer, the absorption
spectra of the nCL/G interfaces are mainly determined by their superposition of isolated
components. Indeed, the absorption spectra can be better understood by XANES compu-
tations of hypothetical structures, namely, isolated single-layer graphene, and nCL sheet
(both) constrained to the respective nCL/G interface equilibrium geometry. The XANES
simulations of these constrained structures reveal that the features 7a and 2a in nCLPhP /G
emerge from the superposition of the edge transitions in graphene with the absorption
peaks cla and c2a of the nCL, Figs. [25(al) and (a2)]. Similarly, the absorption peak 1b
in nCLPY! /G results from the superposition of graphene edge absorption structure with
the c1b peak of the tilted layer of cellulose fibrils, Figs. [25(b1) and (b2)], and (ii) for
60 = 90° the absorption feature 2b is composed by the superposition of graphene near-edge
structure with the absorption peak ¢2b of the tilted nCL.

The absorption spectra of the nCL/G systems, Figs. 25(a) and (b), were calculated by
considering graphene on a single layer of cellulose sheet. However, when the number of
nCL sheets increases, it is worthwhile to examine the changes on the XANES spectra. Our
results reveal that as the number of nCL layers increases, the absorption characteristics
from the C-H and C-OH bonds present a sharpest increase between 285 and 292¢eV. In
Fig. [25(c) and (d)], we have the absorption spectra for three layers of cellulose fibrils,
namely nCL5"" /G and nCLE"™ /G. In the former interface the absorption peaks 7a and 2a
become more apparent [labelled as ¢ and 2¢ in Fig. 25(c)], similarly the features 76 and
2b of nCLPM! /G become more intense in nCLghﬂ/G, indicated as 1d and 2d in Fig. 25(d),
reinforcing the differences in the XANES signatures of the hydrophobic and hydrophilic
nCL/G interfaces.

6.3 Electronic Properties

The electronic properties of nCL/G present an insulator/semi-metal interface with the
linear energy bands of graphene lying within the bandgap of nCL. In Figs. [26(a) and (b)],
we present the orbital projected electronic band structures of nCLPR" /G and nCLPR!/G.
Here, we can infer two points: we find (i) the graphene’s Dirac-point (DP) at about 2
eV above the valence band maximum (VBM) of the nCL layer; and (ii) the emergence
of an energy gap of ~0.04eV at the DP. Based on the Bader analysis (137), we found
Ap of 0.23 (0.28) x 103 e/cm? from graphene to the nCLP™" /G, (nCLPM! /G) interface.
This charge keeps accumulated at the nCL/G interface; followed by a reduction of the a

graphene work-function (®), given by:

® = Fyp — Er, (6.2)
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Figure 26 — Electronic band structure of nCLP™" /G (a) and nCLph11 /G (b). The zero
energy was set at the vacuum level, the Fermi level is indicated by the dashed
black lines, and red circles indicate cellulose contribution in the band.

where F,,. is obtained from the electrostatic potential calculation in a vacuum region far
away from the system. This work-function reduction is about 0.2 eV compared with that
of the free-standing graphene sheet, 4.33 — 4.13 ¢V. Similar results were obtained in the
nCLE"" /G and nCLE"™ /G interfaces.

In Figs. [27(a) and (b)] we present a map of these charge accumulations in the
nCLP /G and nCLPM /G interfaces mentioned before. Here is possible to observe some
characteristics like (i) the inhomogeneous net charge distribution on the graphene sheets
[Figs.27(al) and (b1)], which can be attributed to the differences in the orbital hopping
between the nCL surface and the graphene’s 7 orbitals*; and (ii), as depicted in Figs.
[27(a2) and (b2)], those charge transfers occur primarily at the nCL/G interface, since
Ap =~ 0 in the subsurface nCL layers, Figs. [27(a3) and (b3)].

The understanding of the electronic properties of the nCL/G interface in the presence
of external agents is an important issue for the development of electronic devices based on
a combination of cellulosic materials and graphene. Next, we will focus on the effects of
external electric field (EEF) and mechanical compressive strain in the nCL/G interface.

Let us start with the effect of EEF, where for each value of the electric field, the
atomic positions of the nCLP™" /G system were fully relaxed. As shown in Fig. 28, the
energy position of the Dirac point with the VBM of the nCL. AEpp changes from 1.6
to 2.3 eV in nCLP'? /G, and in nCLP" /G, AEpp changes from 1.1 to 2.6 eV for EEF
of —0.25 and 4+0.25 V/A, respectively. At same time, the G —nCL net charge transfer,
Ap, increases from 0.08 to 0.36 X103 e/cm? for nCLPPP /G meanwhile for nCLPM! /G it
increases from 0.14 to 0.47 x10'3 e/cm?. Such tuning of AEpp and Ap is nearly linear
to the EEF, with the following rates —1.43¢V/(V/A) [=3.14eV/(V/A)] for AEpp, and

4 This might harm graphene’s electrical transport.
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Figure 27 — Net charge transfers (Ap) in nCLP*" /G (al), nCL*"!/G (b1), nCLY""/G
(a2), and nCLE"! /G (b2). Isosurfaces of 0.4 me/A3.

0.55¢/cm? [0.62¢/cm?| for Ap in nCLP*P /G [nCLPM! /G]. Assuming that such a linear
relationship is preserved for larger values of EEF, we can infer that in nCLP"! /G the DP
becomes resonant with the nCL valence band for EEF > 0.6 V/ A, and thus suppressing
the G —nCL charge transfer.

Further control of the electronic properties of 2D systems can be achieved through
mechanical strain (138, 139). Indeed, such an approach has been used to control the elec-
tronic doping level in bilayer graphene and boron-nitride/graphene vdW heterostructures
(140, 141). Here, we investigate the net charge transfer, Ap, and the work function (®) in
nCL/G, as a function of compressive strain. The strain in the nCLP™" /G and nCLPM! /G
interfaces was applied by considering bilayers of nCL and graphene, namely nCLShOb /GBL
[Fig. 29(a)] and nCLY™ /GBL [Fig. 29(b)]. In Figs.29(al) and (a2) we present the spatial
distribution of Ap of pristine nCLE"" /GBL and compressed by 9%, respectively; likewise
in Figs. 29(b1) and (b2), we show Ap for the hydrophilic interface, nCLE"! /GBL. These
maps of Ap reveal that the charge transfers are localized at the nCLy/GBL interface
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Figure 28 — Energy position of the DP with respect to the VBM (AFEpp - filled lines),
and the net charge transfer (Ap in 10'® e¢/cm? - dashed lines) as a function
of the external electric field (EEF) for the nCLP™" /G (a) and nCLPY! /B (b)
interfaces. Negative values of Ap indicate a net charge transfer from graphene
to the nCL.

region, and as shown in Figs. 30, the net charge transfer from G to the nCL increases
up to ~ 1.0 x10™ e/cm? in nCLY""/GBL and 0.8 x10' e/cm? in nCLY™ /GBL for a
compressive strain of about 9 %, which corresponds to an external pressure of 3.73 GPa for
nCL5™" /GBL and 3.15 GPa for nCLE™ /GBL. At the same time, with the G —nCL charge
transfer, we find that the work function increases from 4.64 to 4.73¢V in nCLS™ /GBL
and nCLY"” /GBL it increases from 4.68 from 4.88 (Fig. 30).
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Figure 29 — Side view of differential charge densities of nCLY™ /GBL (a) to 9% z-
compressed nCLY™" /GBL (b), and nCLE™ /GBL (c) to 9% z-compressed
nCLEM /GBL (d). Isosurfaces of 0.4 me/A3
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Figure 30 — Net charge tranfer, Ap, and the work function ® upon compression of
nCL5"" /GBL (a) and nCLY™ /GBL (b). Eq,e represents the vacuum level.
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6.4 Conclusions

o The binding energy of nCL/G is primarily ruled by the vdW interactions, being

comparable with that of boron-nitride/graphene;

o Through XANES simulations, fingerprints of nCL/G interfaces were identified, being

tuned according to the amount of nCL/G sheets in the system;

o The electronic structure of nCL/G is characterized by linear energy bands of graphene
lying within the bandgap of nCL, with the Dirac point at about 2 eV above the valence
band maximum of the nCL sheet, AEpp = 0.2eV, and a net charge accumulation,
Ap of ~ 0.2 x 1013e/cm?, localized at the nCL/G interface;

o AFpp varies from 1.6 (1.1) to 2.3 (2.6)eV in nCLP™ /G (nCLPM!/G), for EEF
of —0.25 and +0.25 V/A, respectively; whereas there is an increase of Ap up to

1 x 10"%¢/cm? upon an external pressure of 3.73 GPa.
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A The Born-Oppenheimer Approximation

The main idea behind the Born-Oppenheimer approximation (142, 143, 144) is to
consider the ratio between the electron and nucleus masses to be sufficiently small, such
that the nuclei cannot keep up with the fast change of electrons, and thus are considered

fixed. Within the approximation, the nuclear kinetic energy term,
o (11Av?4> (A1)
is much smaller than the other terms. So for m4 — oo we have:
H=T,+T+ Ve 4+ Vee + Vy = T+ Ve + Ve + V,, = Hy (A.2)

where Hy is the total Hamiltonian of the system. The Hamiltonian Hy will then be given
by:
Hr=H,+V,, (A.3)

where the electronic hamiltonian is given by:
H=H=T+V, + V., (A.4)

which is the same Hamiltonian as the equation (2.3).
There are some cases where the approximation is not valid, as in crossing potential
curves, as it leads to strong coupling. However, the vast majority of theoretical studies use

the approximation of Born-Oppenheimer.
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B Funcionals Derivative

A functional can be defined as an application that assigns to f(z) the number F', and
f(z) is said to be the function argument of the functional (145). For any f(x) function
that leads to some dx variation in its domain, we have:

@ P

—da?+. ... B.1
- :E—i—dedx—l- (B.1)

flx+dx) = f(z) +
For a functional, we proceed in the same way, such that:

FIf () + 8f(2)] = FUf ()] + [ s(@)f(@)da+..., (B.2)

where s(z) = 5?}{%)1

is essential in the study of functional analysis and methods/theories involving functional

is the derivative of the functional F[f]. The derivative of a functional

in calculations, such as the DFT.
We can indicate a general expression for obtaining the derivative of a functional
Fln] = [ f(n,n',n",...;z)dx, where n = n(x) and n’ the i-th derivative with respect to

x, which will be given by:
6F[n] of d Of d? Of

én(r)  On  drddn’  dz®Odn” N

(B.3)

An example of a classical functional in physics is an action functional analyzed in classical

mechanics:
S = /L(q,q’,q”,...,t)dt, (B.4)

where the Lagrangian of a dynamical system is represented by L(q,q’,q",...,t). The
Lagrangian of this system is a function of the generalized coordinates, velocities, and time,
while s is an integer, which makes the Lagrangian functional.

Using the equation (B.3) for the Lagrangian, the equation that describes the evolution

of the dynamical system will be given when maximizing the action, so:

5S OL dOL
05} _OL 4oL _, (B.5)
dq(t)  dq dtoq

Therefore, the equation (B.5) is the Lagrange equation which will be the equation of

motion when the Lagrangian of the system is determined.
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C The Variational Principle

Through the variational principle, we can obtain an upper boundary very close to the
exact value of the ground state energy FEy (146). By choosing a trial wave function ¥,
such that

(W) =1, (C.1)

The variational principle assures us that we will always have to:
Ey < (U, |H|W,) = (H). (C.2)

In the equation (C.2), (H) represents the expected value of the Hamiltonian in some

excited state. If W, is a solution of some state excited n, we will have to
E, = (U, |H|Y,) > E,. (C.3)

Since we know that the eigenfunctions U,, that are the solutions of the Hamiltonian H
form a complete set of solutions, we can write any function ¥, as a linear combination of

the eigenfunctions, that is,

where H v, = E,V,,. If the trial wavefunction ¥, is normalized, we can rewrite the equation
(C.1) as follows:
(W) =1

O CYL> C,) =1
2.0 CrCa(¥n|¥y) = 1
SN CrCobpn =1
STIC? = 1 (C.5)

The expected value for the Hamiltonian in another excited state is given by
(H) = (W,|H|W,)
= Qﬂj Con W | H | gnj C,V,) = %j gnj Cr Co( U, | T,
=Y > CrC(V|EV,) = D) ChCuE(0,,]0,,)
= > > CrCoEnbmn,

(H) = > |Cul*Ey. (C.6)
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We know that the energy of any excited state will always be greater than the energy
of the ground-state. Mathematically speaking, we know that E,, > E,. This allows us to

write the equation (C.5) as follows:
(H) = 3 IClEn > 3 |CoPEs. (C7)
As we saw from the equation (C.5), the equation (C.7) can be rewritten as
(H) = E, > Eq. (C.8)

Therefore, we were able to demonstrate that the expected value of the Hamiltonian in any

state is always greater than or equal to the energy of the ground state, that is:

(H) > E,. (C.9)
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D X-Ray Absorption Near-Edge Structure

X-rays are electromagnetic waves with energy between 100 eV and 100 keV, which
is equivalent to wavelengths between 12 and 0.01 nm and frequencies between 2x 106
and 2x10' Hz. When interacting with matter, the X-ray photon can be absorbed: its
energy is used to excite an atom, causing an electron to be promoted to an energy level
higher than the level it was at. When the energy of the photon is greater than the binding
energy of the electron, the electron is ejected from the atom with kinetic energy equal to
the difference between the energy of the absorbed photon (fw) and the binding energy
of the electron (E;), such that 7' = hw — F;. When an X-ray beam strikes a material, its
intensity decreases because of the absorption of photons. This decrease is described by the

Lambert-Beer law:
I = Ipe (D.1)

where [ is the intensity of the beam passing through the sample, I is the intensity of the
incident beam, ¢ is the thickness of the sample and g is the absorption coefficient that
depends on the material and the energy of the X-rays.

From an X-ray absorption spectrum, we can obtain information about the electronic
levels of an atom, and the basic process involves the excitation of electrons from occupied

levels to unoccupied levels. Figure 31, adapted from (147) shows a graph of the absorption
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Figure 31 — Absorption coefficient x Energy - adapted from (147)
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coefficient (1) as a function of energy. We can observe three characteristics:
(i) a general decrease in X-ray absorption with increasing energy,

(ii) the presence of an abrupt increase in absorption at a given energy, called absorption

edge,
(iii) above the edge, an oscillatory structure that modulates absorption.

The second feature illustrates the phenomenon of X-ray absorption, described by Fermi’s
golden rule (148).

The edge energy position is unique for a given absorbing atom and reflects the excitation
energy of the electrons in the innermost layers, making the technique sensitive to the
element studied. The third feature is precisely what is of interest to the EXAFS technique.
When interpreted correctly, it is possible to obtain detailed information on the crystal
structure of the material studied.

The absorption spectrum (Figure 31) is divided into three regions:

o Pre-edge region: refers to electronic transitions with absorption energy lower than
the binding energy, occurs when the absorbing atom has unoccupied or partially
unoccupied states below the Fermi energy. Such transitions are unlikely to occur and
therefore produce only small oscillations in the absorption spectrum (Region (i) in
figure 31);

o Absorption edge: is the region characterized by the discontinuity of the absorption
spectrum. It happens when the energy absorbed is enough to knock electrons from
the absorbing atom. The exact position of the peak depends on the details of the
oxidation state, symmetry of the site of the absorbing atom (octahedral, tetrahedral,

etc.) and the nature of the chemical bonds;

o Transitions to the continuum states: corresponds to the absorption of photons with
energies greater than the binding energy of the electron, so that transitions to
continuous states, not located in the absorbing atom, occur, and the excess energy
is carried by the photoelectron (the electron that was ripped from the atom after
absorbing the X-ray photon) in the form of kinetic energy. This part of the spectrum

is divided into:

* XANES (X-ray Absorption Near Edge Structure) region: range of the absorption
spectrum that goes up to 50 eV above the absorption edge, where intense
variations in absorption occur. In this interval, the photoelectron’s wavelength
is of the order of atomic distances and, therefore, its mean free path is small;
multiple scatterings occur before returning to the absorbing atom (Region (ii)

in figure 31);
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* EXAFS (Extended X-ray Absorption Fine Structure) region: range that goes
from 50 to 1000 eV above the absorption edge and presents smoother oscillations
(fine structure). These oscillations have information about the atomic structure
around the absorbing atom. In this region, the mean free path of the photoelec-
tron is large and simple scatterings (where the photoelectron encounters only
one scatterer and returns to the absorbing atom) are more likely (Region (iii)

in figure 31).

Here, we will be focused only on XANES. XANES can provide physical and chemical
information about the surroundings of a given element through direct comparison with the
spectra of standard samples. In this sense, the XANES spectrum is considered a fingerprint
of the local three-dimensional electronic structure. In the region of the spectrum close to
the absorption edge, the photoelectron has a shorter mean free path, which provides a
stronger interaction between the photoelectron and the potential of the scattering atoms.
Thus, it is possible to obtain information about the geometric distribution of atoms (such as
bond angles and atomic positions) through a complete analysis of the multiple scatterings
that contribute to the absorption signal in the XANES region. To try to explain and
predict the phenomena present in the XANES region, it is necessary to use, and sometimes
implement, particular ad-hoc methodologies appropriate for each situation. In the analysis
of the spectroscopic results of bound electronic states, it is necessary to describe the initial
state, the final state and the absorption cross-section as a function of the interaction
Hamiltonian. This involves proposing models that consider different effects of the processes
involved to investigate the atomic structure (149).

In every ionization process, holes are produced in the electronic layer, and this has at

least three relevant effects that must be considered in the proposed models:

e the atom has one less electron in its innermost levels, which can be considered as an

increase in its atomic number (Z + 1);

e innermost bound states with non-zero angular momentum result in spin-orbit coupling

splits;

« unfolding of the coupling between internal states and valence states with non-zero

angular momentum

The simulation of absorption spectra and electronic structure using basic principles has
been shown to be a very efficient tool in understanding structures in the XANES region.
In general, the objective of these simulations is to obtain the absorption spectra using
calculations based on information about the structure (atomic, electronic and magnetic)

of the material.



87

E Implicit Solvent Model

When ab initio of the solute/solvent system treatment becomes necessary, there are two
ways to proceed with the treatment. The first consists of all solvent molecules that must
be considered explicitly. The equilibrium final state is reached after the full relaxation of
the system, which is quite expensive as the number of solvent molecules in the system
required to capture the essential equilibrium properties is huge and because of the statistical
averaging required for the solvent molecules. The second one is to treat the solute quantum-
mechanically and to treat the solvent as a continuum, which means that the solute is
immersed in a bath of solvent and the average over the solvent degrees of freedom becomes
implicit in the properties of the solvent bath. The implicit solvent model offers a much
more computationally tractable way to change the solute’s electronic and geometric degrees
of freedom so that its ground state complies with the solvent bath’s equilibrium properties.
This method provided all interactions between the solute and the solvent are properly
taken into account and can be quite accurate because the solute electron structure is still
being treated in a quantum-mechanical way (126, 127).

The free energy A of the combined solute/solvent system can be written as a sum
of two terms: (i) a universal functional F of the total electron density, and (ii) the
thermodynamically averaged atomic densities of the solvent species, and a term describing

the electrostatic energy contribution, given by:

A = Flp, {Ni(r —I—/d37" Vi <ZZN Ntot(r)), (E.1)

where piot (1) = psol(T) + psorv(7) is the total electron density (the sum of the electron
density of the solute and the solvent), N;(7) are the thermodynamically averaged atomic
densities associated with the chemical species i in the solvent, Ve.(r) s the external potential
due to the solute nuclei, and F' is a universal functional. Minimizing Eq. (E.1) with respect

to the solvent electron density pso1y, We obtain:

A= Glpa() AN}, Vol )] = [ 7 Vie(r)pa(r) (E.2)

where

Glpsol(1), {Ni(7)}, Vee (r)] = gnlln{ [prots {Vi (T /d37‘ Vee(r (Z ZiNy(r Ntot(r)>}
(E.3)
The term G is a universal functional of the electron density of the solute py., the
average atomic densities of the various species in the solvent {N;(7)}, and the external

potential of the solute nuclei V. (7). The functional G can also be separated as:

Glpsor (1) {Ni() }, Vee(T)] = Arcs[psor (1), Vee (1)) + Adiet[pso (1), {Ni (1)}, Vee (7)), (E4)
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where Akg is the usual Kohn-Sham density functional for the solute and Ag;q is the term
that encapsulates all the interactions of the solute with the solvent and the internal energy
of the solvent. To further simplify the expression, the functional Ag;e is minimized with
respect to the average atomic densities of the solvent {N;(r)}, given by:

Adiel[psol(r)7 %Q(T)] = {]rvril(i?)} Adiel [psol(r)a {Nz(’l")}, %6(7’)]. (E5)

An electrostatic-only approach is insufficient to describe the solvation of molecules
and nanoparticles, where cavitation and dispersion may play a significant role. Including
in Agie an additional term to describe the free energy contributions of cavitation and

dispersion, we have so:

Aoy = 7 / VS, (E.6)

where T is the effective surface tension parameter, which describes the cavitation, dispersion,
and repulsion interaction between the solute and the solvent that are not captured by the

electrostatic terms alone and S(7) is the cavity shape function described by:

1 log(psol - IOC)
S(psoi(r)) = —erfc{ ————= 5, E7
() = gonte{ ELL (®.7
with the parameters p. and o, that determine respectively at what value of the electron
density the dielectric cavity forms, and the width of the diffuse cavity. Decoupling the elec-
trostatic term from the Kohn-Sham functional Akg and combining it with the interaction

term and the cavitation term, we obtain:

Vo|?
8

+ Aca\m
(E.8)

where Arxc is the free energy density functional describing the kinetic and exchange-

Alpsa(r). ()] = Arxclpuan(®)] + [ dro(r)(Naa(r) = () = [ d're(r)

correlation energy of the solute and Ny, (7 is the solute nuclear charge density. The term
¢(r) is the combined electrostatic potential due to the electronic ng,(r) and nuclear
(Nso1(7)) charges of the solute system in a polarizable medium, which is different from V.,
this being the potential due to the nuclei in the solute. Outside a specified cutoff radius,

fof, where Z.g is the effective charge of the respective atom. Since the

it has the form
solvent described by €(r) does not penetrate the core region of the pseudopotentials, we
can approximate the contribution of the nuclear charges to the combined electrostatic
potential ¢(r) of the solute by a sum over terms of the form % Minimization of Eq. E.8
with respect to electronic charge density ng.(7), leads to a typical Kohn-Sham Hamiltonian

with the following additional terms in the local part of the potential:

de(psol(7)) [V 9|? d|VS|
Volv = +7 .
: dpsoi(T) 87 dpsor (1)

(E.9)
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F Computational Details

F.1 Chapters 3 and 4

All calculations were performed within the density functional theory (DFT), where the
exchange-correlation term was described by the generalized gradient approximation (GGA-
PBE) (76) proposed by Perdew, Burke and Ernzerhof. The periodic image interaction was
avoided by using at least 15 A vacuum. The Kohn-Sham orbitals were expanded in a
plane wave basis set with an energy cutoff of 400 eV and the electron-ion interaction have
been evaluated using the PAW (projected augmented wave) method (150). The Brillouin
Zone (BZ) sampling was performed according to the Monkhorst-Pack scheme (151), using
a 12x12x1 mesh. Binding energies, equilibrium geometry and electronic properties were
performed using Vienna Ab-initio Simulation Package (VASP) (152). The equilibrium
configuration was calculated taking into account fully relaxed atomic positions, considering
convergence criteria of 25meV /A for the atomic forces.

The boron K-edge X-ray absorption near-edge structure (XANES) spectra were simu-
lated using the theoretical approach implemented in the XSpectra code,(153, 129, 154)
supplied with QUANTUM ESPRESSO(155). We have used ultrasoft pseudopotentials,
where in order to describe the K-edge spectra, we built a pseudopotential with a core
hole in the 1s orbital, and the all-electron wave function was recovered by using the
GIPAW(156) approach. We have considered a set of 12x12x1 k-points to the BZ sampling
(relax) and 200 k-points along I'-X-S-Y-I" direction (band), energy cutoffs of 40 Ry for the
plane wave basis set (to expand the KS orbitals) and 400 Ry for the self-consistent total
charge density.

F.2 Chapter 5

All calculations were performed within the density functional theory (DFT), where the
exchange-correlation term was described by the generalized gradient approximation (GGA-
PBE) (76) proposed by Perdew, Burke and Ernzerhof. The periodic image interaction
was avoided by using at least 12 A vacuum perpendicular to the graphene sheet. The
Kohn-Sham orbitals were expanded in a plane wave basis set with an energy cutoff of
48 Ry (we have verified the convergence by increasing the cutoff energy up to 60 Ry),
and the electron-ion interaction has been evaluated using the PAW (projected augmented
wave) method (150). The Brillouin Zone (BZ) sampling was performed according to the
Monkhorst-Pack scheme (151), using a 3x3x1 mesh for cellulosic chains and 3x3x3 for

cellulose crystal phase. The equilibrium configuration was calculated taking into account
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fully relaxed atomic positions and the lattice vectors, considering convergence criteria of
25meV /A for the atomic forces on each atom.

In order to perform a thorough study of the role played by the van der Waals (vdW)
forces in the structural stability of the cellulose nanofibers, we have taken into account
different approaches for the vdW interactions, wviz.: (i) vdW density functional (vdW-
DF) (101, 100, 102, 103) implemented in the QE and VASP codes, (ii) parameterized vdW-
D2 (78) implemented in the QE code, (iii) vdW-DF2 (157), and (iv) vdW-optB86b (158, 82)
both implemented in the VASP code(152).

F.3 Chapter 6

All calculations were performed within the density functional theory (DFT), where the
exchange-correlation term was described by the generalized gradient approximation (GGA-
PBE) (76) proposed by Perdew, Burke and Ernzerhof. The periodic image interaction
was avoided by using at least 25 A vacuum perpendicular to the graphene sheet. The
Kohn-Sham orbitals were expanded in a plane wave basis set with an energy cutoff of 400 eV
and the electron-ion interaction has been evaluated using the PAW (projected augmented
wave) method (150). The Brillouin Zone (BZ) sampling was performed according to
the Monkhorst-Pack scheme (151), using a 6x6x1 mesh(relax) and 20 k-points along
[-X-S-Y-T" direction (band). The search for binding energies, equilibrium geometry and
electronic properties was performed using Vienna Ab-initio Simulation Package (VASP)
(152), and the influence of an aqueous environment was simulated based on the implicit
solvation model implemented in DFT code VASP (VASPsol (126, 127)). The equilibrium
configuration was calculated taking into account fully relaxed atomic positions, considering
convergence criteria of 25 meV/ A for the atomic forces. To provide a more complete picture
of the energetic features of the nCL/G interfaces, we have examined the role played by
the vdW dispersion interaction on the nCL/G binding energies. We have considered two
different non-local vdW approaches, viz.: vdW-DF (101, 100, 103), and vdW-optB86b
(158, 82).

The Carbon K-edge X-ray absorption near edge structure (XANES) spectra were
simulated using XSpectra package (153, 129, 154), implemented in Quantum ESPRESSO
(155, 102). To describe the K-edge spectra, we used a reconstructed ultrasoft pseudopoten-
tial with a core-hole in C-1s orbital and the electron wave functions were recovered using
GIPAW (156) reconstruction. Here, the BZ sampling was the same as previously described
and the energy cutoffs for the plane wave basis set and self-consistent total charge density

were respectively 48 and 192 Ry.
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G Published Articles

Here we will list the published articles which are related to this work:

Chapter 3

* SILVESTRE, G.; SCOPEL, W. L.; MIWA, R. Electronic stripes and transport
properties in borophene heterostructures. Nanoscale, Royal Society of Chemistry, v.
11, n. 38, p. 17894-17903, 2019 (45).

Chapter 5

* SILVESTRE, G. H. et al. Disassembly of tempo-oxidized cellulose fibers: Intersheet
and interchain interactions in the isolation of nanofibers and unitary chains. The
Journal of Physical Chemistry B, ACS Publications, v. 125, n. 14, p. 3717-3724,
2021 (105).

* PETRY, R. et al. Machine learning of microscopic ingredients for graphene ox-
ide/cellulose interaction. Langmuir, ACS Publications, v. 38, n. 3, p. 1124-1130,
2022 (123).

Chapter 6

* SILVESTRE, G. H. et al. Nanoscale structural and electronic properties of cellu-
lose/graphene interfaces. arXiv preprint arXiv:2208.11742, 2022, (up-to-dated in
reference (159)).
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