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RESUMO

Os materiais ferroelétricos baseados em KNbO3 têm sido amplamente investigados
como resultado de muitas propriedades físicas interessantes que os tornam adequados para
o desenvolvimento de componentes eletrônicos multifuncionais. Em particular, soluções
sólidas ferroelétricas de (1− x)KNbO3 − xBaNi1/2Nb1/2O3−δ (KBNN) têm recebido es-
pecial atenção para aplicações ópticas, inclusive para dispositivos fotovoltaicos de alto
desempenho. Neste trabalho, cerâmicas de KBNN foram produzidas por meio do método
de sinterização convencional (reação de estado sólido), e as propriedade estruturais, mi-
croestruturais, elétricas e ópticas foram investigadas. Os resultados foram analisados e
discutidos considerando o efeito dos defeitos estruturais de vacâncias de oxigênio nesses
materiais e do tamanho do grão, no caso especí�co da resposta elétrica observada. Os
resultados obtidos sugerem que os materiais propostos, baseados em óxidos ferroelétricos
semicondutores com estrutura perovskita, são uma boa alternativa para aplicações em
células solares.

Palavras-chave: cerâmicas, KNbO3, vacâncias, ferroelétricos, dispositivos fotovoltaicos.



ABSTRACT

KNbO3-based ferroelectric materials have been largely investigated as a result of many
interesting physical properties that make them suitable for designing multifunctional elec-
tronic components. In particular, ferroelectric (1 − x)KNbO3 − xBaNi1/2Nb1/2O3−δ

(KBNN) solid solutions have received special attention for optical applications, including
for high-performance photovoltaic devices. In this work, KBNN ceramics were produced
via conventional sintering process (solid-state reaction), and the structural, microstruc-
tural, electrical and optical properties were investigated. The results were analyzed and
discussed in terms of the e�ect from structural oxygen vacancy defects in such materials
and from the grain size, in the speci�c case of the observed electrical response. Overall,
the results suggest these perovskite-structured semiconducting ferroelectric oxides as a
good alternative for solar cell applications.

Keywords: ceramics, KNbO3, vacancies, ferroelectrics, photovoltaic devices.
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INTRODUCTION

Conventional energy sources based on coal, gas and oil have been worldwide extensively
used over several centuries for the improvement of the countries' economy. However, from
another perspective, many negative impacts of these resources on the environment have
forced the human body to use them within certain limits and have turned-on our thinking
toward new alternatives, which include renewable energy resources. Among them, photo-
voltaic (PV) devices have been considered one of the most sustainable renewable energy
sources, which can be helpful for the mitigation of the greenhouse e�ect and the global
warming e�ect [1, 2]. Over the last 10 years, perovskite-structured materials made from
low-cost and non-toxic elements have emerged as potential candidates for photovoltaic
materials. In fact, perovskite-based solar cells have experienced a promising growth over
the last few years. Since 2010, for instance, the e�ciency of perovskites has increased from
around 5% up to 22%, as can be seen in �gure 1, according to Green and Ho-Baillie [1].

Figure 1 � Evolution of standard (Si, CdTe, and CIGS) and perovskite cells e�ciency over
the last and current decade. Source: adapted from [1].

Nevertheless, along with the outstanding advantages of these PV resources, some de-
�ciencies, such as stability and the rapid degradation, are still present. In this context,
ferroelectric perovskite systems based on potassium niobate (KNbO3) have gained atten-
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tion because of their multifunctional properties, making them potential candidates for
technological applications, mainly in PV cells [2�4]. A common problem in most photo-
voltaic ferroelectric materials is the wide bandgap they present (typically higher than 3.0
eV) [5�9], which limits their light absorption mainly in the ultraviolet (UV) region that
it is equivalent to absorbing only 20% of the solar spectrum. However, despite the great
interest in semiconductor ferroelectrics for photovoltaic applications, ferroelectric oxides
with an appropriate bandgap to solar energy had not been reported until recently. One
approach to narrow the bandgap is to control the chemical ordering of the species, i.e.,
introducing several types of ions into the B-site of the perovskite structure and promoting
oxygen vacancies by mixing solid-solutions. In this context, previous studies have been
conducted to the modi�cation of the electronic structure of these materials in order to
produce bandgap ranges that may cover a larger spectrum percentage [10�14].

In particular, introducing the Ni2+ ion into the B-site of the perovskite structure and
creating oxygen vacancies by mixing BaNi0.5Nb0.5O3−δ (BNN) with KNbO3 (KN) [in 20
µm thick-�lms] e�ectively allows for a tunable bandgap of around 1.1�2.0 eV [10,11], which
is too much lower than the reported bandgap for the pure KNbO3 ceramic (∼ 3.8 eV) [8].
This is the key point behind the observation that KBNN-based materials absorb three to
six times more solar energy than conventional ferroelectric systems [10], although the real
mechanism still remains unclear. Previous investigations, reported by Wang& Rappe [12],
elucidated the origin of this bandgap narrowing from �rst-principles calculations. The
maximum valence band is composed by hybridized Ni-3d and O-2p orbitals, while the
minimum conduction band is occupied by Nb-4d states. Hence, they suggested that the
�lled Ni-3d gap states in the KN�BNN ceramics play an important role in narrowing
the bandgap, which provides a guide for designing and optimizing new FE photovoltaic
materials. Thus, these compositions based on (1−x)KNbO3−xBaNi1/2Nb1/2O3 (KBNN)
emerged as lead-free advanced systems due to the excellent photophysical properties,
including enhanced photocatalytic activity [10,13].

Others researches have encouraged the development of theoretical and experimental
works based on bandgap tuning of perovskite compounds, which include the KNbO3

system. In this way, systematic bandgap narrowing was reported in di�erent solid solu-
tions, such as (1 − x)KNbO3 − xBa(Co0.5Nb0.5)O3−δ (KBCNO), which shifts down to
2.4 eV [14]. Very recently, alternative lead-free systems have been also studied, such as
KNb1−xFexO3−δ [15] and (1− x)KNbO3 − xBa(Nb0.5Fe0.5)O3 (KBNFO), which show a
reduction in the bandgap from 3.2 eV to 1.74 eV [16]. It can be observed that all these
ferroelectric oxides based on KNbO3 with lower bandgaps are characterized by the pres-
ence of a large concentration of oxygen vacancies. Indeed, such defects strongly a�ects the
polarization switching phenomenon in ferroelectrics and can also trap the photo-excited
carriers and, consequently, increase the charge recombination rate. Therefore, since oxy-
gen vacancies seem to be a key factor in both ferroelectric and photovoltaic properties
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this mechanism was the main motivation in the present work for the investigation of al-
ternative strategies, which lead to reduce the bandgap in the proposed materials while
preserving their ferroelectric properties.

According to the reported work in the literature up today, despite the interest in the
study of the optical properties in KBNN-based materials, it can be seen that less e�ort
has been devoted to the understanding of the relationship between microstructural and
electrical response in the original KNbO3 −BaNi1/2Nb1/2O3 (KBNN) system. However,
this study could be crucial in order to get additional insights into its �nal photophysical
properties [10]. In this context, the aim of the present dissertation is to synthesize KBNN-
based electro-ceramics and investigate their physical properties, focusing on the in�uence
of the oxygen vacancy concentration on the structural, microstructural as well as electrical
and optical properties, where the e�ect from grain-size is also evaluated. Moreover, one
of the aims of this investigation is to contribute for the scienti�c community the good
practice of preparing KNbO3�based compounds via conventional routes and to �ll the
gap that exists in the literature about the electric properties of this compound, due to the
presented di�culties in the synthesis of the samples and low densi�cation they present.

The dissertation structure has been organized as follows:

Chapter 1 presents a literature review about the theoretical insights of the ferroelec-
tric materials, which includes the historic context of ferroelectricity and discussion of the
main properties, characteristics and phenomena related to these materials. Furthermore,
it presents a review of the KBNN system, discussing its importance, optical behavior and
applications with a focus on photovoltaic devices, where a brief physical theory about
optical mechanisms is presented.

Chapter 2 describes the experimental section, presenting the methods used for the
synthesis of the samples as well as the main characterization techniques for the analyzed
physical properties.

Chapter 3 includes the results corresponding to the studied KBNN binary systems.
The discussions have been analyzed evaluating the e�ect from the oxygen vacancy con-
centrations of the ceramics through the studied theories reported in the literature.

Chapter 4 presents the main conclusions of this research work.

Finally, in Chapter 5, the future perspectives are presented.
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1 LITERATURE REVIEW

1.1 Ferroelectricity

1.1.1 History and de�nition

After 100 years of the discovery of ferroelectricity in 1921 [17], the ferroelectric mate-
rials are still widely studied due to the development and emergence of new materials over
the years. Consequently, the understanding of the their physical properties that could
contribute for innovation and development of new technological applications remains a
priority. The main characteristic of theses class of materials, also classi�ed as typical
dielectrics, is that they have a spontaneous electrical polarization in the absence of an
electric �eld, in a wide temperature range, with the ability to reverse the polarization
direction under an alternate applied electric �eld [18].

Ferroelectrics can be basically classi�ed into three crystalline structure types, accord-
ing to the atomic arrangement in the structural unit-cell: perovskite, tungsten-bronze and
bismuth layered structures ferroelectrics (so-called Aurivillius compounds) [19]. Between
them, probably the most studied one is the perovskite structure, not only because of
the simplest structural arrangement, in comparison with the other, but also because of
the very interesting physical properties it manifests. Ferroelectric oxides with perosvkite
structure include, for instance, conventional ferroelectric systems such as the barium ti-
tanate (BaTiO3, BT) and lead zirconate titanate (Pb(ZrT i)O3, PZT). The perovskite
structure, presented in �gure 2, is commonly represented by a general chemical formula
given in the form of ABO3, where the A-site cations (with larger ionic radius) are located
at the corners, the B-site cations (with smaller ionic radius) are body centered with the
oxygen (O) anions faces centered forming an octahedral structure (O6) surrounding the
B-site cations [20].

According to the chemical bonding, ferroelectrics are also classi�ed as �proper� and
�improper�, in which classes the ferroelectricity is dominated by di�erent mechanisms [21].
Most of the ferroelectric perovskites belong to the �proper� class, where the ferroelectricity
can be revealed in two ways: i -covalent bonds and ii - lone-pair mechanism. For the �rst
one to occur it is necessary that the transition metal ions (B-site cations) have an empty d0

orbital 1, since it will allow the formation of strong covalent bonds with one or more oxygen
ions. In this mechanism, a virtual transfer of electrons from oxygen to the transition metal
1 But it does not mean that all perovskite oxides with empty d-shell transition metal ions must exhibit

ferroelectricity.
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properties, i.e. the polarization originates from a complex lattice distortion, are known as
"improper" ferroelectrics. The class of ferroelectricity includes the geometric, electronic,
and magnetic ferroelectrics [21,25,26]. Details about these types of distortion mechanisms
are still intriguing and confusing up today, and researchers are developing theoretical mod-
els and performing sophisticated experimental procedures in order to better understand
the real mechanism behind this e�ect. For example, geometric ferroelectricity is known
to be induced by structural distortions, as is the case of the YMnO3. A possible rea-
son is that the MnO5 bi-pyramids lean towards a greater packing of the lattice atoms
causing an approximation of the oxygen ions to the Y cations, thus forming the elec-
tric dipoles and, therefore, the occurrence of ferroelectricity [21, 26]. On the other hand,
electronic ferroelectricity is a proposed theoretical model [27], where the non-symmetric
charge ordering is the responsible for the induced the electric polarization. In this case,
the ferroelectricity originates from strong electronic correlations, in which charge carriers
become localized, forming a periodic structure (charge-ordered state) [21,23,26,28]. One
well-known example of this material is the LuFe2O4, where the Fe2+ and Fe3+ ions co-
exist in the same quantity (and are located in the same crystallographic site) generating
a charge frustration. It is believed that this frustration is the cause of the ordering of the
di�erent Fe ions, because the charge centers of both ions do not coincide in the unit-cell
of the structure and, therefore, allowing the presence of electrical dipoles [27, 28].

Finally, in the magnetic ferroelectrics, the ferroelectricity only exists when there is a
certain magnetic ordering. Therefore, the ferroelectric phase transition is accompanied by
a magnetic transition and the polarization may be induced by applying an electric �eld
in a specifc crystallographic direction. For example, in the TbMnO3 [29] a magnetic or-
dering emerges at T ≈ 41 K, and at a lower temperature (T ≈ 28 K) this magnetic phase
goes through a structural change, being this magnetic structural distortion the responsi-
ble for the ferroelectricity to appears [30]. This class of materials are commonly called
multiferroics, where the ferroelectric and magnetic properties are strongly coupled, and
have become promising materials for the development of multifunctional devices [26, 29].
Improper ferroelectrics di�er signi�cantly from the proper ones in many of their physical
properties such as dielectric response and lattice vibration properties, where dielectric
anomalies, phonon spectrum near the transition point, among other observed anomalies
still remains unclear [25, 26, 31]. In this work, only the �rst type of the abovementioned
ferroelectrics (the "proper" class) will be studied.

1.1.2 Physical properties

1.1.2.1 Ferroelectric Domains

When the dipoles are oriented in the same direction in a material, the electrostatic
energy of the system is extremely large and the system becomes very unstable. Therefore,
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1.1.2.2 Hysteresis Loop

Another important characteristic of ferroelectrics is the occurrence of the ferroelectric
hysteresis loop, which is a consequence of the domain-wall switching [18]. Di�erent to
�conventional� dielectric materials, in which the polarization is a linear function of the
applied electric �eld, ferroelectric materials are characterized by having a non-linear de-
pendence between the polarization vector and the electric �eld and a non-linear behavior
is observed in the hysteresis loop (P-E curve). In principle, the hysteresis loop is unique
for each ferroelectric material, being the �ngerprint and from which, the ferroelectricity
can be directly identi�ed [18,34]. Figure 4 shows the most common ferroelectric hysteresis
loop observed in classic ferroelectric systems [34].

Figure 4 � Representation of the hysteresis loop typical of a ferroelectric material, given
by the non-linear dependence of the polarization with the applied electric �eld.
Source: adapted from [34].

In the initial state, without the application of the electric �eld (E⃗), the domains (or
dipoles) are distributed in such a way that the polarization is randomly oriented; so that
there is no macroscopic polarization (point O), leading to a virgin state of the material 3.
Applying small alternate electric �eld values with constant rate, the polarization increases
3 Even the ferroelectric material already has spontaneous polarization without application of the electric

�eld, initially, it is null, because adding all the directions of the polarization vectors, the macroscopic
polarization becomes zero.
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linearly with the electric �eld amplitude. This is because, in this region, the �eld is not
strong enough to switch those domains that are in an unfavorable direction of polarization
(region OA). As the electric �eld gradually increases, the polarization is induced and a
portion of the domains (which have a polarization direction opposite to the direction
of the electric �eld) starts to be oriented (segment AB) of nonlinear form until all the
domains are totally aligned; i. e. when the material reaches a saturation state (segment
BC) where the energy is enough to orientate all (or almost all) the dipoles in the direction
of E⃗ (segment BC). Once all the domains are aligned (point C), in theory, the material
is likely composed of a 'single domain'. As the electric �eld decreases, some domains will
disorient back, decreasing the polarization but P⃗ does not return to zero.

If E⃗ is reduced to zero, most of the domains remain oriented leading the material
to exhibit a remnant polarization Pr (point D). From the extrapolating of the saturation
stretch to the polarization axis, the spontaneous polarization Ps (point E) can be obtained.
In principle, for a perfect ferroelectric, the remnant and spontaneous polarization should
have the same value, 4 ,but due to defects and impurities that are presented in the material
this does not occur (Pr and Ps could be di�erent). To reach a zero polarization state, i. e.
Pr = 0, the electric �eld must be reversed and increased in the opposite direction to the
previous one (point F) forcing the dipoles to change the direction. Such �eld strength is
called the coercive �eld (Ec) and it represents the energy needed to depolarize the material.
If the electric �eld continues to increase in the opposite direction, a similar alignment of
the polarization will be observed in this direction (point G). Finally, by reversing the
direction of the �eld once again, the ferroelectric hysteresis cycle is completed [18,34].

Therefore, the characteristic parameters such as the spontaneous polarization (Ps),
remnant polarization (Pr), and coercive �eld (Ec) parameters can be determined from
the typical ferroelectric hysteresis loop. For an ideal ferroelectric material the observed
hysteresis cycles should be symmetric, that is to say +Ec = −Ec and +Pr = −Pr.
However, in practice, these parameters appear to be di�erent and the loop's shape may
be a�ected by several factors such as the presence of charged defects, mechanical stresses,
and others, most of which are closely related to the preparation conditions. Therefore,
the hysteresis loop provides additional support for the comprehension of the structural
and microstructural properties of the sample [34].

1.1.2.3 Phase Transition

Another important property that characterizes ferroelectric materials is the phase
transition, which is related to a structural change of the material that occurs at a certain
critical temperature known as the Curie point (Tc). At Tc, the material passes through a
4 In polycrystalline materials, true spontaneous polarization equal to that of a single crystal can never

be reached. This way, it is more correct to speak of saturated rather than of spontaneous polarization
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has three ferroelectric phases below this temperature [35]. The sequence of the phases
transitions with increasing temperature is given by: Rhombohedral (below -10 °C), Or-
thorhombic (below 225 °C), Tetragonal (below 435 °C) and Cubic (above 435°), where
the cubic-phase is paraelectric while the other ones are ferroelectrics [18, 35, 36]. Fig-
ure 5 shows the dielectric permittivity vs. temperature for the KNbO3, where the three
abovementioned transitions are clearly presented.

When the temperature of the ferroelectric material is close to Tc, the crystal structure
undergoes changes, and such changes are characterized by a peak in the dielectric per-
mittivity, which presents its maximum value close to the Curie point. This phenomenon
is usually known as 'dielectric anomaly', when compared to the dielectric response of
ferroelectrics with that for conventional dielectrics. This temperature dependence on the
dielectric permittivity (or dielectric constant), in a �normal� ferroelectric, can be described
by Curie-Weiss law [18]:

εr =
ε0 + C

(T − T0)
(1.1)

where ε0 is the vacuum dielectric permittivity in vacuum, C is the Curie-Weiss constant, T
is the absolute temperature and T0 represents the Curie-Weiss temperature (T0 is di�erent
to Tc).

In the next section will be presented the KBNN system revealing its main physical
characteristics, including some of the most important applications in the electronic indus-
try.

1.2 KBNN System

Due to the current demand from the electro-electronic industry for the production
of higher e�ciency photovoltaic (PV) devices [37], there has been increasing interest of
the scienti�c community on the new materials development with improved properties for
application as photo-absorber in PV cells [38�40]. In particular, considering the new en-
vironmental protection rules imposed, e.g., by the European Union (EU) [41], and the
worldwide e�orts for using clean energy sources, ecofriendly (heavy metals-free) com-
pounds appear as an alternative to substitute materials containing hazardous and high
toxicity elements [42]. Over the last 10 years, a large amount of single-phase and compos-
ite solid solutions, made from low-cost and non-toxic elements, have been investigated [43].
Among them, materials based on the KNbO3 (KNO) ferroelectric system have stood out
thanks to their multifunctional properties, making them potential candidates for practical
applications, mainly in photovoltaic devices [2�4].
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Currently, besides of the already known physical properties of the ferroelectric mate-
rials like the piezoelectricity and pyroelectricity, other properties related to light absorp-
tion have been drawing attention [10]. Those that have optical properties and are called
photoferroelectrics [44]. From the fundamental point of view, photoferroelectrics present
a strong coupling between light absorption and other functional properties, which can
provide a unique combination of semiconducting and ferroelectric properties. Therefore,
the combination of these properties allows the creation of new multifunctional materials,
thus expanding their applications and attracting the development of novel multifunctional
devices such as multi-source energy harvesters and optoelectronic devices [45,46].

The perovskite oxides better known as BaTiO3, SrT iO3 e PbT iO3 have a wide
bandgap (2,7 - 4 eV) in the ultraviolet (UV), which allows just a maximum use of 20% of
the solar spectrum [10, 47, 48]. Thereby, studies have been done to modify the electronic
structure of these materials to produce band ranges that may cover a larger percentage
of the spectrum [10]. In particular, (1− x)KNbO3 − xBaNi1/2Nb1/2O3−δ (KBNN) solid
solutions have been revealed as promising systems due to their excellent photophysical
properties, including enhanced photocatalytic activity [10,13]. The reason is that the sys-
tem exhibits not only the expected intrinsic ferroelectric response, but also, a wide interval
of direct bandgaps, ranging from 1.1 eV up to around 3.8 eV, depending on the considered
stoichiometric ratio (Ba/K = x/1−x), making it a potential system for applications in so-
lar cells, intended for photocatalysis, based on ferroelectric semiconductors [38,44,49,50].
This is the key point behind the observation that KBNN-based materials absorb three to
six times more solar energy than conventional ferroelectric systems [10], although the real
mechanism still remains unclear.

The KBNN system is a ferroelectric oxide with a perovskite structure whose phase
transition characteristics have been already reported [10, 11, 51, 52]. With increasing x
in the nominal composition, the crystalline structure of KBNN is changed from rhombo-
hedral to orthorhombic, from orthorhombic to tetragonal, and then from tetragonal to
cubic structure [53]. Results reveal a weakly tetragonal structure at room temperature
for x = 0.1 [10, 51, 54]. Figure 6 shows an illustration of a KBNN supercell, in which an
oxygen vacancy (denominated as Ni− Vo −Nb) has been included [54].



1.2. KBNN SYSTEM 28

Figure 6 � Illustration a KBNN supercell, where the Ba, K, and oxygen ions are repre-
sented by green, purple and red spheres, and Nb−O6 and Ni−O6 are shown
as green and gray octahedral, respectively. The oxygen vacancy is identi�ed
by Ni− Vo −Nb. Source: [54].

The remanent polarization value for the KBNNO system have been reported between
0.1 - 0.3 C/m2 [10, 45, 51, 55]. When compared to other ferroelectrics, these polarization
values reported for KBNNO are considered relatively low due to be limited by ferroelectric
in sintered pellets. In spite of these values be low, it allows open-circuit voltages (Voc)
higher than the bandgap values observed of these materials, which is important to photo-
carrier separation and photo-current across the bulk [10, 55]. Thus, the photovoltaic
e�ect in ferroelectrics occurs in a di�erent way to the conventional semiconductors p-
n junction [54, 55]. Therefore, this type of ferroelectric perovskite could show a strong
piezoelectric and/or pyroelectric response together with a considerable photovoltaic e�ect.
Therefore, this characteristic opens the possibility for the creation of new multisource
energy harvesters, or more useful multifunctional sensors, based on a single material,
potentially leading to e�ciencies that exceed those possible for traditional p-n junction
cells [51,54,55].

However, from the application point of view, photovoltaic e�ciency has been limited
by the wide bandgaps values (2.7�4 eV) typical observed in ferroelectric oxides, which are
capable of absorbing only 8�20 percent of the solar spectrum [10,56]. This is undesirable
for solar cells, where the optimum gap is about 1 eV, because it is well known that in
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the O 2p-states compose the valence band top, while Nb 4d-orbitals form the conduction
band bottom, giving rise to a bandgap as high as 3.8 eV (�gure 7). In the KBNN system,
whose Ni element is introduced, the valence band top becomes the hybridized Ni 3d- and
O 2p-states, while the conduction band bottom possesses the Nb 4d-states. Thus, the
�lled Ni 3d gap states lead to a greatly reduced bandgap of the KBNN material [10, 61].

1.2.1 Applications

Ferroelectric materials are extensively used in a large range of applications, such as
dielectric capacitors, mechanical and thermal sensors, actuators, transducers and energy
harvesters [62�66], which have facilitated and brought innovation for the daily society.
Initially, photo-ferroelectrics have been intended to be used as photovoltaic materials in
solar cells [49, 67, 68], photodiodes [65] and optical readers of ferroelectric random-access
memories [69]. Recently, however, these ferroelectric with semiconductor characteristics
have attracted the scienti�c community as candidate materials with promising applica-
tions in photovoltaic and other multifunctional devices [65,70,71].

In terms of the photovoltaic (PV) application, photoferroelectrics such as KBNN have
been revealed an interesting alternative to conventional semiconductor p-n junctions, be-
cause they exhibit bulk photovoltaic e�ect (BPVE) which allows an open-circuit voltage
higher than the bandgap, because of their non-centrosymmetric microstructure that pro-
motes the desired photo-excited carrier separation due to the intrinsic polarization. The
PV e�ect is mainly characterized by two parameters: short-circuit current (Isc) or pho-
tocurrent, and open-circuit voltage (Voc). In bulk ferroelectric PV e�ect, the remnant
polarization and the polarization-induced internal electric �eld exist over the whole bulk
region of the material, and is due to this internal electric �eld that the photogenerated
electron-hole pairs are separated. Therefore, the Voc is not limited by the energy barrier
(energy bandgap) of the material [50,72,73].

In the next section, will be presented the experimental procedure where the synthesis
process and characterization techniques of the studied materials will be described.
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2 EXPERIMENTAL PROCEDURE

Advanced materials commonly used in electronic, magnetic and optical devices are
high-technology based systems whose properties and applications depend on the control
of a lot of variables such as structure, precursors, dopants, crystallinity, particle size dis-
tribution, defects, and others [74,75]. Therefore, in order to optimize the desired property
of such materials, several synthesis methods have been proposed, which include chemi-
cal, physical and biological methods. However, in most of the cases (as for example in
the physical and biological ones), due to the high-cost to produce high quality materials
(ceramics and thin �lms), the use of these techniques is not technologically (or economi-
cally) feasible [76]. Thus, the chemical methods have been probably the most used in the
materials science and technology areas, and they can be divided into two categories: i -
oxide precursors and ii - wet-chemistry methods. Table 1 summarizes the main and most
commonly used techniques for the synthesis of materials, together with their respective
category [77]. Because of the simplicity of solid-state reaction (SSR), this method is the
most used one by the scienti�c community, and will also be employed in this work for
obtaining the samples under study.

Table 1 � Main preparation techniques for solid materials (ceramics and thin �lms).

Precursor Oxides Wet Chemical

Solid-state reaction
Sol-gel

Pechini

Mechanical activation Hydrothermal

Rapid liquid sintering
Co-Precipitation

Combustion

The di�erence between the listed methods in table 1 is that the starting precursors
in the solid-state reaction method are in powder form (commonly composed by oxides
or carbonates) and are carefully mixed and milled before heat treatments. On the other
hand, the precursor components in the wet chemical processes are mixed with nitric (or
citric) acid in order to form a homogeneous solution, which is then dried before the heat
treatments [77]. For a faster sample's preparation procedure, the sol-gel process is more
appropriated than the solid-state method, which in fact takes up to several days for the
sample to get ready. However, the complex procedure for the samples' production through
the sol-gel method makes this process more di�cult for the optimization of the involved
synthesis parameters. Therefore, although the conventional solid-state reaction method
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requires a higher energy consumption (during calcination and sintering), that is to say,
it needs very high temperatures to allow the interdi�usion of the cations, this technique
reveals to be simplest, relatively inexpensive, and it leads to the formation of highly
dense ceramics [77]. In this context, in order to better understand the used method for
the samples' preparation in this work, the state-solid reaction 1 will be described in details
as follows:

� Solid State Reaction

It is well-known that an extensive group of ferroelectric systems that are commercially
used are those obtained in the form of polycrystalline ceramics, for which the conventional
solid-state reaction method is widely used. Table 2 summarizes the main steps involved
in the SSR method, and are better describes as follows:

Table 2 � Conventional solid-state reaction method steps.

SSR method steps

Mixing

Milling

Calcination

Grinding

Pressing

Sintering

� Mixing the powders: For this process, it's necessary to know the precursor'
reagents that need to be used, before proceeding with the stoichiometric calcula-
tions. Usually, and it's the case of the present work, oxides or carbonates compounds
are used, where high purity reagents (≈ 99, 9%) are essential to avoid unwanted im-
purities or the formation of secondary phases and to obtain a good quality material
with good reproducibility [78]. It's important to take into account that the reac-
tion needs a high degree of solid-state reactivity. Some intrinsic characteristics of
the materials can a�ect the kinetics of solid-state reactions such as particle sizes,
crystal lattice irregularities, speci�c surface areas, crystallinities, and point defects.

1 The state-solid reaction described forward follows the form that was used in this work, but it is
important to mention that there are other forms to perform and di�erent characteristics that can be
used too. This manner is not as a rule.
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distribution of the pressure (applied in all spatial directions) on the samples. In this case,
the samples are placed in a vacuum-sealed rubber (or latex material) and then submerged
inside an oil �uid-�lled recipient. Finally, the samples are subjected to a high pressure
condition. The applied pressure to the �uid is equally transmitted in all directions and acts
over the internal parts of the ceramic body, thus ensuring a uniform pressing and breaking
up internal agglomerates (air spaces) in order to produce dense green ceramics [75,78].

� Sintering: The last stage of the solid-state reaction method is the sintering pro-
cess, which is made for the samples' densi�cation, and is usually performed in very
high temperatures conditions (above 1000 °C). In this process, grain formation is
achieved, allowing highly dense ceramics and undesired secondary phases, which
could have been formed during calcination, are eliminated. Since the grain-size is
known to command most of the physical properties of the material, it is important
to control this parameter, which can be carried out by the optimization of both
sintering temperature and time parameters [79,83].

Some intrinsic (i.e., particle packing homogeneity, etc) and extrinsic (i.e., external
pressures, etc) factors can a�ect the sintering of the samples [79, 83]. During sintering,
for instance, the "green" bodies are heated into very high temperatures (closely about
the melting point of the ceramic, in most of the cases), depending on the ceramic system.
It is known that the heating rate strongly in�uences the �nal result. Therefore, this
process has to be carefully controlled. Very high heating rates promotes highly porous
samples, and even cracked ceramics, because most of the organic compound could not have
been burned o� [78,83]. As the temperature increases, the pores between particles formed
during pressing in the ceramic green bodies on pressing are �lled by the own green pellets'
material, thus forming the grains. Figure 10 illustrates how the densi�cation and grain
growth occur in the sample during sintering, su�ering the sample signi�cative changes.
The particles and pores morphology (size and shape) change by the ions transfers of atoms
and ions to reduce the total surface energies. The pores can be located at the inner part of
a grain (bulk) and also at the grain boundaries (between adjacent grains). The reductions
in porosity and particle surfaces lead to an increase in the density (densi�cation) of the
ceramics [79,83].

In general, the sintering process occurs in three stages: initial, intermediate, and �nal
stage. At the initial-stage sintering, the distance between particles shrinks by di�usion
mechanisms and homogenization of segregated material, rounding the pores and forming
grain boundaries. In addition, the neck formation and growth (contact areas between
adjacent particles) show to occur, leading to a decrease in the porosity. In the intermediate
stage, the intersection of grain boundaries takes place and the necks start to grow, thus
promoting a slow grain growth. The porosity also decreases substantially leading to a
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Figure 10 � Steps of the grain formation during sintering. (a) Particle packing, (b) forma-
tion of necks between the particles, (c) neck growth and shrinkage of pores,
and (d) formed grain. Source: adapted from [79].

reduction in the open pores (or incorporating into large pores) and increasing the density
of the ceramics. At the �nal sintering stage, some pores are closed and other pores
decreases to a limiting size or disappear, the grains grow, and the desired �nal relative
density of the ceramics becomes above 90% [75,79,82,83].

Finishing the state-solid reaction method, the obtained samples are polished (over the
opposite surfaces), in order to eliminate residual particles coming from the oven, as well
as to guarantee �at and parallel opposite surfaces. Since most of the studied ferroelectric
ceramics are used in electronic devices, such as capacitors, this poling procedure is essential
for a good working of the �nal material properties [79,81].

2.1 Synthesis and Samples Preparation

For the synthesis of the studied samples in the present work high-purity analytical
grade reagents were used, as shown in Table 3, in which the chemical formulas, brands
and purities, of the used compound are also presented.

KNbO3-based lead-free ceramics were prepared with an intention to generate oxygen
vacancies. For that, starting from the nominal formula (1−x)KNbO3 −xBaNi1/2Nb1/2O3−δ

(KBNN), di�erent concentrations of oxygen vacancy defects were considered, namely, δ
= 0.025 (KBNN01), 0.05 (KBNN02) and 0.15 (KBNN03), while the Ba/K ratio was kept
unchanged to 0.10/0.90. The samples were identi�ed according to the nomenclatures
indicated in Table 4. Stoichiometric calculations were performed and a high precision
analytical scale (SHIMADZU/AUW320) was used to weigh the needed quantities needed
of the precursor reagents, considering their purities, to obtain the samples.
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Table 3 � List of precursor reagents used for the samples' preparation.

Reagents Chemical formula Brand Purity

Potassium Carbonate K2CO3 Dynamics 98%

Niobium(V) Oxide Nb2O5 Aldrich 99.9%

Barium Carbonate BaCO3 Vetec 99%

Nickel Oxide NiO Aldrich 99.8%

Table 4 � Chemical formulas of the studied compositions together with their respective
nomenclatures.

Compositions Nomenclature

(K0.90Ba0.10)(Nb0.95Ni0.05)O3−0.025 KBNN01

(K0.90Ba0.10)(Nb0.95Ni0.025)O3−0.05 KBNN02

(K0.90Ba0.10)(Nb0.90Ni0.05)O3−0.15 KBNN03

Figure 11 shows a diagram illustrating all the steps used for the synthesis of the sam-
ples. After weighing, the powders were mixed and ball-milled sing alumina ball together
with isopropyl alcohol for 4 hours for homogenization. The mixed samples were then
placed in an oven for drying at 150 °C during 4 hours. The mixed powders were then
subjected to the calcination process.

Figure 12 shows the heating rates used for the calcination of the samples. The powders
were placed into an alumina crucible and sealed with alumina powder to avoid potassium
volatilization and, then, placed in an oven (MTI/KSL-1500X). The initial heating rate of
2 °C/min from room temperature up to until 75 °C ware carried out in order to eliminate
additional residual solvent used during the milling process. A second heating rate of 5
°C/min was used from 75 °C up to 850 °C for the �nal calcination, remaining the samples at
the maximum temperature over 2 hours, in order to promote the desired phase formation.
The temperature was then returned back to room temperature with a cooling rate of 10
°C/min. The calcined powders were ball-milled again for 2 hours with isopropyl alcohol
and placed in an oven for drying at 150 °C during 4 hours. Then, in order to verify
the formation of the ferroelectric structural phase, a complementary X-ray di�raction
measurement was performed.

In order to produce the pellets, the calcined powders were then mixed in an agate
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using a uniaxial press (MacFort/3 Ton) at 20 MPa during 7 minutes, obtaining disk-
shaped samples. Then, the disks were previously uniaxially pressed tablets were placed
in a �exible latex mold inside a camera with a viscous hydraulic �uid to ensure that
the pressure is applied equally in all directions on the material faces. The samples were
isostatic pressed (MTI/CIP-15) at 150 MPa during 15 minutes.

For the sintering of the samples, the cylindrical bodies were again placed inside sealed
alumina crucibles, using the same oven (MTI/KSL-1500X) and air atmosphere. Similar
condition rates to that for the calcination were now used for sintering, but with di�erent
maximum temperature (1150 °C during 2 hours). After sintering, all the obtained KBNN
compositions were polished for further characterizations. In order to estimate the samples'
density, the Archimede's method has been used, for which a hydrostatic support was
coupled to the analytical scale (SHIMADZU/AUW320), and the equation 2.1 was used
to obtain the apparent density (ρap). The parameters ma and ml represents the masses of
sample in air and in water, respectively, while ρl represents the liquid's density (water).

ρap =
ma

(ma −ml)
ρl (2.1)

The �nal relative density (ρr) was estimated from the equation 2.2, after comparing
the apparent density with the previously calculated theoretical density (ρt).

ρr =
ρap
ρt

× 100% (2.2)

In the next section will be presented and discussed the experimental techniques that
were used in this work.

2.2 Experimental Techniques

In order to observe and understand the structural, microstructural, electrical and op-
tical properties of the studied ceramics, some characterizations are essentials for these
analyses. Therefore, for a better understanding, a brief approach to each technique and
method used in this work will be described. They are: X-ray di�raction (XRD), Ri-
etveld Re�nement, Williamson-Hall Method, Raman Spectroscopy, Scanning Electron Mi-
croscopy (SEM), Impedance Spectroscopy, Dielectric Spectroscopy and Integrating Sphere
Method.
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2.2.1 X-Rays Di�raction

One of the main characterizations used for the study of the structural properties of
materials is the X-ray di�raction technique. Through of the di�raction patterns character-
istics, this technique is able to provide essential information, such as crystalline structure,
formed phases, among others [84]. Figure 13 presents a schematic diagram with a sum-
mary of the structural parameters that can be known and calculated, by other methods,
through of a powder di�ractogram components. Moreover, the background also provides
information about the sample's crystallinity [84,85].

Figure 13 � General parameters that can be withdrawn as information of the items that
constitute a typical powder di�raction pattern. Source: adapted from [84].

In few words, the X-rays are produced through a tube where electrons are accel-
erated by a high voltage source and collide with a metallic target, thus, emitting the
X-rays [84, 86] 2. For the di�raction phenomenon to occur in a crystal, the interatomic
spaces need to be in the same order of magnitude as the characteristic wavelength of the
incident radiation, i.e., Angstrom order (10−10 m or Å). Furthermore, since the atoms are
periodically arranged on a lattice, the incidence of the X-rays upon the atoms causes a
radiation scattering in all directions, which there are phase relations between the scat-
tered waves. If they are not in phase, which occurs in most directions of scattering, there
will be not di�raction and is named as destructive interference. On the other hand, if
the waves are completely in phase, i. e., the di�erence in optical path lengths is zero
(or an integer multiple of wavelength), the di�raction pattern of the material will be
produced [84,86,87].
2 For knowing more about the X-rays production and more information, see Ref. [86], chapter 1.
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The equation 2.5 is known as the Bragg's Law and for the di�raction to be detected
it must be satis�ed; the n parameter is an integer number (0,1,2,3...) and represents the
order of re�ection, which is the wavenumber for which the interference is constructive
(0,1,2,3...), λ is the incident electromagnetic radiation wavelength, dhkl is the distance
between the adjacent planes, and θ represents the angle formed by the incident beam and
the surface of the re�ected planes [88].

In this work, the structural characterization of the samples was performed at Multi-
user Laboratory of the Institute of Chemistry, of the Federal University of Uberlândia,
using a SHIMADZU X-ray di�ractometer (XDR-6000 model) with KαCu radiation and
wavelength λ = 1.5406 Å. For both calcined and sintered powdered samples, the param-
eters used in the measurements were: interval of 2θ between 10° and 130°, the reading
step being of 0,02° at a speed of 0,02°/min in continuous scan mode, whose purpose is to
form and determine the presence of the desired phase of the analyzed compound. The
ferroelectric phases presented were identi�ed, subsequently, with the help of the database
available on the CAPES Research Portal. Through the data obtained from the XRD
measurement, many information can be calculated as will be shown forward.

2.2.2 Rietveld Re�nement

As mentioned in the preview section, X-ray powder di�ractograms contain structural
information of the studied material that are necessary to analyze these data. Most current
methods for powder di�raction data analysis includes a pattern modeling stage, because
of the intrinsic nature of di�raction and one of the most used techniques for treating
powder di�raction data is the Rietveld re�nement method [89]. This method consists
of a standard theoretical treatment of the di�raction data collected experimentally to
make a �nal structural model and to determine the crystal structure by re�ning relevant
parameters of individual atoms together with pro�le variables [84,85,90,91].

The Rietveld method 3 uses a mathematic model based on the least-squares theory
to perform the re�nement of the structure. These re�nements are accomplished until
obtaining the best �t between the observed powder di�raction pattern (experimental)
and the calculated pattern (theoretical) based on the simultaneously re�ned models for
the crystal structure(s), lattice parameters, di�raction optics e�ects, instrumental factors,
and other desired characteristics of the samples [84,85,90,91].

A minimization by least-squares is used when the number of observations (in this case,
powder pro�le points) is greater than the number of parameters, and will give estimated
parameter of minimum variance in any linear combination, i. e., estimates the values of
the adjustable parameters in a model. Then, using this principle to an approximation
3 There are examples of Rietveld re�nement of some materials in Ref. [85], chapter 7.
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between the calculated and observed patterns, the minimized function is the residual and
given by:

Φ =
n
∑

i=1

ωi(Y
obs
i − Y calc

i )2 (2.6)

where ωi = [Y obs
i ]−1 (for a standard x-ray powder di�raction pattern); Y obs

i and Y calc
i are

the observed and calculated intensity at the ith step, respectively, and the sum is over all
points (n) of the di�raction pattern data [85].

A di�raction pattern of a crystalline material can be simulated from a structural
model, where the calculated intensities, ycali , is proportional to the square of the absolute
value of the structure factor (i.e. |FK |2), plus the background [91]. Then, the equation
that provides the intensity pro�le for each step (i) is of the type:

Y cal
i = s

∑

K

LK |FK |2ϕ(2θi − 2θK)PKA+ Y bkg
i (2.7)

where:

s = is the scale factor;
K = represents the Miller indices, h k l, for a Bragg re�ection;
LK = contains the Lorentz, polarization and multiplicity factors;
ϕ = is the re�ection pro�le function;
PK = is the preferred orientation function;
A = is an absorption factor;
FK = is the structure factor for the K th Bragg re�ection;
Y bkg
i = is the background intensity at the ith step.

Through of the lattice parameters, spatial group and the Bragg's Law, the position for
each re�ection of the di�raction pattern can be obtained. Initially, the technique starts
with approximated values of a set of free variables of the initial appropriated model that
will be adjusted and, slowly, re�ned together with others additional parameters by the
least-squares method. This re�nement follows until all model parameters are adjusted to
obtain the best �t. To accomplish good results of a re�nement, �rstly, in addition to a
well quality of the experimental data of the di�raction pattern, is also necessary to know
the software that will be used as well as information about the correct sequence of the
parameters to be re�ned. Therefore, to know the successfulness of each re�nement cycle,
there are some indicators for this judgment, and the main are: Rp (pro�le R-factor),
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Rwp (weighted pro�le R-factor), and χ2 (mean squared deviation) 4. They are commonly
known as 'goodness-of-�t' parameters and are given by the following equations:

Rp =

∑n
i=1 | Y obs

i − Y calc
i |

∑n
i=1 Y

obs
i

× 100% (2.8)

Rwp =

[

∑n
i=1 ωi(Y

obs
i − Y calc

i )2
∑n

i=1 ωi(Y obs
i )2

]
1

2

× 100% (2.9)

χ2 =

∑n
i=1 ωi(Y

obs
i − Y calc

i )2

n− p
(2.10)

where, n is the total number of measured points in the di�raction pattern, and p is
the number of free least squares parameters, i. e., re�ned. If the re�nement was done
properly, then the value of reduced χ2 will be somewhat greater than unity for an optimal
re�nement. On the other hand, if this value turns out to be signi�cantly less than unity,
then something was done wrong in the re�nement procedure 5. In some cases, might be
necessary to proceed with many re�nement cycles in order to obtain the best �t [85, 91].
Thus, following are described the main parameters that are simultaneously re�ned by
Rietveld methods:

� Background : provides information about the crystallinity (i. e., amorphous phase
and phase quanti�cation) of the material. The data of the pattern need to be
collected with the best possible resolution over a minimum background to obtain
a highly precise di�raction pattern and it should never be subtracted prior to full
pattern decomposition on Rietveld re�nement. The background is approximated
and corrected using various polynomial functions with coe�cients and data of the
di�ractogram, which are re�ned along with other parameters. Thus, the calculated
background is added to the intensity calculated as a function of the Bragg's angle.

� Scale Factor : corresponds to a proportionality multiplier that normalizes experi-
mentally observed integrated intensities with calculated intensities. It is determined
by number, spatial distribution, and states of the atoms in the unit cell. The re-
�nement of this parameter is directly related to the quantitative phase analysis of
the present phases.

4 The normalised χ2 function is the ratio of weighted pro�le to expected pro�le R-factors and is a good
measure of how well the data are �tted. Rwp(exp) =

Rwp√
χ2

5 Remembering that also is important to observe the results of the other factors for a good re�nement,
and not only the χ2.
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� Peak Shapes : the shape of each Bragg peak is formed by the convolution of instru-
mental and sample functions, and can be modeled and corrected using functions
like Gaussian, Lorentzian, Pseudo-Voigt and Pearson-VII, which are the most used,
together with the function that corrects the asymmetry. The broadening of the
peaks is associated with the crystallite (coherent domain) size and deformation of
the unit-cell (microstrain) contributions.

� Displacement : is one of the errors that can be present in the measured Bragg
angles, beyond the zero-shift and transparency e�ects. It can occur due to an
incorrect positioning of the sample from the goniometer axis. The re�nement of
this parameter corrects the displacements of the di�raction maxima, and can be
re�ned together with the lattice parameters.

� Lattice Parameters: the Bragg's peak positions are related to the lattice parameters,
which are the unit-cell dimensions. Therefore, the Bragg's Law is used to correct
these parameters. Knowing lattice parameters is essential to identify the correct
crystal structure of the material.

� Structure Factor : (or the structure amplitude) is composed by details of the crystal
structure that will be re�ned, i. e., coordinates and types of atoms, their distribu-
tions among di�erent lattice sites (in the unit-cells), and site occupation number.
The re�nement of this parameter also analyses the di�erent scattering abilities of
the atoms.

� Temperature Factors: (or atomic displacement factor) describes the thermal motion
of the atoms relative to their equilibrium position. Includes displacement parame-
ters (isotropic and anisotropic approximation), deformation of the electron density
around the atom due to chemical bonding, preferred orientation, improperly or un-
accounted e�ects as absorption and porosity. These factors modify the di�racted
intensity as a function of the Bragg angle.

� Preferred Orientation: it occurs when the crystallites of the sample don't have a
random orientation, i. e., have a natural inclination to align in a particular crystal-
lographic direction. Problems in the sample preparation generate this analysis, and
it may cause considerable distortions in the intensity of the scattered beams.

The Rietveld re�nement is made through of powerful computational programs, where
the General Structure Analysis System (GSAS) and Fullprof are the two software most
common used, the latter being the program used in the study of this work for data analysis.
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2.2.3 Williamson-Hall Method

It is known that a perfect crystal doesn't exist due to its �nite size, i. e., all the
materials have defects in their structures6. These induced deformations on lattice and
together with instrumental factors a�ect directly the broadening of the di�raction peaks,
where the later has a smallest contribution. Therefore, the higher the number of defects in
the crystalline structure, the greater the width of the peaks, and consequently, the material
will have a greater microstrain. From these information, it is possible to determine the
crystallite sizes (or coherent domain) and the lattice microstrains [84,86].

In 1918, Paul Scherrer discovered a relation that estimates a mean crystallite size from
the X-rays di�raction pattern data. However, this method has a limitation, because it
considers that the peak width is due only to the contribution of the crystallite size of the
sample, and does not include the e�ects related to the lattice microstrains [86]. Scherrer's
method is given by [84]:

D =
Kλ

βD cos θβ
(2.11)

where D represents the mean crystallite size (in nanometers, nm); K is the proportionality
Scherrer's constant and it is related with the particle geometry; λ is the X-rays wavelength
used (usually, CuKα); βD is the broadening of the di�raction line measured at the full-
width at half maximum (FWHM) of the peak; and θβ is the Bragg's angle of the peak
related to plane with the respective Miller's indexes for a given di�raction. Usually, for a
better approximation, it is assumed that the crystallites have spherical symmetry, whose
particle geometry value is used as K = 0, 89 [86].

As stated earlier, the Bragg's peak width is given by a combination of the sample and
instrument e�ects, because errors can emerge if the equipment is not properly calibrated.
Therefore, it is very important to introduce a correction in the peak broadening with the
instrumental broadening contribution. In this context, the corrected FWHM is given by
the following equation:

βD =
√

β2
exp − β2

inst (2.12)

where βexp and βinst are the full-width at half maximum of the experimental di�raction
6 These imperfections can identify as punctual defects (vacancies, interstitial sites, and impurities), lin-

ear defects (a dislocation one-dimensional around which some of the atoms are misaligned in a de�ned
direction), and planar or interfacial defects (external surfaces, grain boundaries, phase boundaries,
twin boundaries, and stacking faults). In addition, there are more defects descendant of processing
and fabrication steps that include pores, cracks, among others [88].
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peaks of the analyzed material and the full-width at half maximum of the instrumental
di�raction peaks of a standard sample used as the reference material (NITS pattern) [92].
The standard material employed was the silicon (Si), which has a value of 0,001 for the
equipment used in this work.

In 1953, Williamson and Hall made a correction to the Scherrer's model and proposed
a method in which assumes that both crystallite size and induced lattice microstrain
are additive and contribute to the di�raction peak broadening. Thus, the Williamson-
Hall (W-H) method assumes that the convolution of these e�ects is a sum of the coherent
domain size (βD) and strain (βη) contributions. Therefore, the total peak width is obtained
by the following equation [93]:

βhkl = βD + βη (2.13)

βhkl =
Kλ

D cos θβ
+ 4η tan θβ (2.14)

Rearranging equation 2.13 gives:

βhkl cos θβ =
Kλ

D
+ 4η sin θβ (2.15)

Equation 2.15 is known as Williamson-Hall equation 7, where θβ is Bragg angle referring to
Miller's indexes (hkl); and η is the lattice microstrain. From this equation, the crystallite
size and microstrain are determined through the linear �t of the extracted data of the
graphic of βhkl in function of sin θ with the equation 2.15, where D and η are obtained by
the linear and angular coe�cients, respectively.

2.2.4 Raman Spectroscopy

Raman spectroscopy is a technique based on the inelastic scattering of light that was
developed by Raman and Krishnan in 1928 [95]. The objective was to obtain quantitative
and qualitative chemical information and morphological analysis of the object in study
through of vibrational modes for the determination of the structure. This technique has
been widely used over several decades in many scienti�c and industrial sectors, such as
biochemical, medical, environmental and other applications [96].

When light is focused on the matter, there are two modes of interaction: the photons
may be absorbed (or scattered), or yet may pass straight through the material and not
7 There are other approaches about the Williamson-Hall equation that can be seen in Ref. [94].
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interact with it. In Raman spectroscopy (RS), the sample is irradiated by laser beams of a
single frequency (UV-visible region), and the scattered radiation with vibrational energy
di�erent from the incident beam is detected [96,97].

According to classical theory, the Raman e�ect can be explained as follow: Let the
electric �eld strength (E) be of the laser beam (electromagnetic wave) that propagates
with time (t) given by [96]:

E = E0 cos{2πν0t} (2.16)

Where E0 is the vibrational amplitude and ν0 is the frequency of the laser. If the light
interacts with the molecule, at this instant, the energy present in the light wave energy is
transferred to the molecule, and an electric dipole moment P (equation 2.17) is induced;
that is to say, the molecule polarizes distorting the electrons cloud around the nucleus
and, thus, creates a kind of short-life "virtual state".

P = αE = αE0 cos{2πν0t} (2.17)

The proportionality constant α is the polarizability. In the "virtual state", electrons
are in a higher energy state, so that it results in a high energy form of the molecule with
a di�erent electron geometry to that found in the static molecule. Therefore, the nuclei
need to adapt to the distorted electronic arrangement 8 with a new equilibrium geometry,
but they do not have time for this and, consequently, the photon is quickly re-radiated as
scattered radiation [96,97].

In vibrational spectroscopy, the detected energy changes are those required to cause
nuclear motion. Thus, let νn be the vibrational frequency of the molecule, then the nuclear
displacement (q) is given by:

q = q0 cos{2πνnt} (2.18)

where q0 is the vibrational amplitude. For too small vibration amplitudes, α is a
linear function of q. Therefore, it is possible to expand the polarizability in a Taylor's
serie, according to the following equation:
8 The shape of the distorted electron arrangement will depend on how much energy is transferred to

the molecule, i. e., depends on the frequency of the laser used. Thus, the laser de�nes the energy of
the virtual state and the extent of the distortion.
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α = α0 +

(

∂α

∂q

)

0

q0 + ... (2.19)

Here, α0 is the polarizability at the equilibrium position, and (∂α \ ∂q)0 is the rate of
variation of α with respect to q at the equilibrium position. For the Raman-active mode
to occurs, it is necessary that the rate of change of polarizability with the vibration must
be non-zero, i.e. (∂α \ ∂q)0 ̸= 0.

Thus, relating the equations 2.17, 2.18 and 2.19 the polarization could be expressed
by:

P = α0E0 cos{2πν0t}+
∂α

∂q 0

q0E0 cos{2πν0t} cos{2πνnt} (2.20)

and using a trigonometric relation, it can be obtained:

P = α0E0 cos{2πν0t}+
1

2

(

∂α

∂q

)

0

q0E0[cos{2π(ν0 + νn)t}+ cos{2π(ν0 − νn)t}] (2.21)

By the classical theory, the �rst term of the equation 2.21 is related to the Rayleigh
scattering, which represents the oscillation of a dipole emitting light with a ν0 frequency.
The second and third terms is related to the two types of Raman scattering denominated
as Stokes and anti-Stokes, whose frequencies are ν0 − νn and ν0 + νn, respectively [96].
Therefore, the light scattering is identi�ed of two forms: i - by the elastic process, when
the scattered beam has the same frequency as the incident beam (known as Rayleigh
Scattering), and there is only an electron cloud distortion without a nuclear motion. This
is the dominant e�ect; ii - by inelastic light scattering (called Raman Scattering), where
the vibrational frequency (νn) is measured as a shift from the incident beam frequency
(ν0) and cm−1 is often used as a unit by Raman spectroscopists. The Raman e�ect
occurs because of the nuclei motion at the same time when the light interacts with the
electrons [80,96,97].

Figure 15 illustrates, through a simple diagram, the Rayleigh and Raman scatterings.
At room temperature, most of the molecules are in the ground electronic state (where
has the lowest energy vibrational levels). The �rst mechanism (left) shows the Rayleigh
scattering, where the molecule is excited by the incident photon to a virtual energy state,
but since it does not involve energy change, the photon is scattered with the same energy
(E0 = hν0) than the incident energy, and the molecule returns to the ground state (ν0).
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Figure 15 � Diagram of the transitions that occur in the Rayleigh and Raman scattering
process. Source: based on [80].

The second e�ect (center) shows the Stokes scattering. Here, the molecule is in the
ground state (ν0) and absorbs the energy of the incident photon; therefore, when leaving
the virtual state, it is promoted to a higher energy excited vibrational state (νn) causing
a decrease in the frequency of the scattered light. In the third e�ect (Anti-Stokes), the
molecule is already in a higher energy state (νn), due to thermal energy. Then, it transfers
energy to the scattered photon decaying to the ground state (ν0), which causes an increase
in the frequency [80,96,97].

In crystalline systems, the Raman e�ect causes some di�erent e�ects than in molecules.
When the radiation interacts with the material, vibrations are produced and propagated
through of the whole lattice. For instance, the oscillatory motions of each atom in�uence
the motions of the neighbors' atoms, producing the lattice vibrations due to periodic
arrange. These lattice vibrations are also known as phonons. If the displacement of the
phonons is along the propagation direction of the wave, they are named as longitudinal
waves (or L modes); but, if it is perpendicular to the propagation direction, then, they
are known as transverse waves (or T modes). These modes will just occur if the phonons
wavelength is long and in the same order of magnitude of the electromagnetic radiation
(in the visible region: 5 × 103 Å). Therefore, they are called optical modes and can be
represented as LO and TO, for longitudinal and transverse optical modes, respectively
9 [97, 98].
9 The optical modes are of the higher energy type and there are some rules, named selection rules, that

determine what phonons are Raman-active, which depend of the symmetry group of the material.
Group Theory can help to understand more about it.
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Raman spectroscopy provides a �ngerprint of the materials, which allows obtaining
its electronic and structural information, such as atomic and electronic structure, defects,
charge transfers, among others. The Raman bandwidth varies depending on the mate-
rial and the angular variation of the scattering gives information about the symmetry of
the lattice vibration. The intensity of the bands (scattered radiation) depends in gen-
eral on the directions of observation relative to the principal axes of the crystal [97]. In
ferroelectric materials with perovskite structure, for instance, the phonons are related
to the distortions of the crystal lattice caused by motions of the BO6 octahedra around
di�erent crystallographic axes, which correspond to the rotational soft-modes ("pure ro-
tations�), and the displacements of the A and B cations, which correspond to the polar
soft-modes [99].

In this work, the Raman spectra were colleted by using a LabRam HR Evolution
spectrometer using a 532× 10−9 m excitation line from an Argon laser.

2.2.5 Scanning Electron Microscopy

The Scanning Electronic Microscopy (SEM) is a powerful technique used to charac-
terize materials and surfaces, providing images at relatively high resolution that contain
topographic and compositional information of both qualitative and quantitative nature.
The working principle of the SEM consists, basically, in the focused electron beam emis-
sion 10 irradiating the sample's area to be analyzed that will be interacting and produce
electrons and photons, which will be collected and converted to form the images [100].

The SEM is formed by basic components: the electron gun, lens system, electron col-
lector, visual and recording cathode ray tubes (CRT's), and the electronics associated with
them. In the electron gun, the electrons are obtained through the thermionic emission, in
which a certain percentage of the electrons, in the cathode material, become su�ciently
energetic to escape the source to the anode, because of the su�ciently high temperatures
involved in the process 11. The electron beam travels down the optical axis formed by
electromagnetic lenses that control the angular spread and desmagnify the beam, and
determine the �nal spot size of the electron beam that will impinge on the sample [100].

The cathode ray tube (CRT) is scanned in synchronized with the specimen; therefore,
for each beam position on the specimen that is scanned, there is a unique position on
the CRT. For low atomic number samples, most of the electrons penetrate deeply into
the sample and are, hence, absorbed. However, in high atomic number samples occurs
a considerable scattering of the electrons close to the surface. The large depth of focus
of the SEM makes possible the three-dimensional appearance of the objects. A large
10 This beam may be static, or sweeps the sample surface.
11 Most instruments use a tungsten �lament as electron source (cathode) that works in an acceleration

potential range of 1-50 kV between the cathode and anode.
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number of e�ects of the interaction occur when the focused electron beam impinges on a
specimen surface: high-energy back scattered electrons, low-energy secondary electrons,
x-rays, Auger electrons, and radiation in the ultraviolet, visible, and infrared regions [100].

The secondary electrons yield arrives at detectors that form signals which are ampli�ed
to control the brightness of the CRT. Some properties of the specimen may a�ect the
beam-specimen interaction, such as topography, composition, crystallinity, magnetic or
electric character, and others. This interaction is not the same for all the sample, since
it varies from point to point on the samples, consequently, the signals that are produced
by the detectors also will vary, therefore, and the points in the CRT will have di�erent
values of brightness [100].

It is important to note that the image formation process in the SEM is not equal
to the image formation process in an optical or transmission electron microscope. In the
SEM, no ray paths exist between the SEM image and the object, as occurs in those others
systems. The image does not exist, in fact. It is an abstract construction; or simply a
map [100].

For the study of the microstructural properties of the samples of this work, the scan-
ning electron microscopy was performed by using a JEOL JSM-840 Microscope, and the
micrographs were taken on fracture surfaces of the samples.

2.2.6 Impedance Spectroscopy

Impedance Spectroscopy (IS) is a powerful technique, which allows to study electrical
properties of electrochemical systems and solid-state devices, as well as their interfaces
with electronically conducting electrodes. This method is used to investigate the electri-
cal characteristics, such as electrical inhomogeneities, positive temperature coe�cient of
resistance behavior (PTCR), atmospheric environment (oxidation or reduction reactions),
the dynamics of bound (or mobile charges) in the bulk (or interfacial) regions of the ma-
terial (solid or liquid): ionic, semiconducting, simultaneous electronic-ionic conductivity,
and even insulators. Therefore, impedance is de�ned as the opposition that the circuit
o�ers to the �ow of alternating current at a particular frequency. The impedance can be
considered a generalization of the relation R = V/I, in which when R is a constant value,
is then named as the Ohm's Law [74,101�103].

IS is usually composed by resistive and reactive components (capacitive/inductive)
which are determined after the measurement, which is performed in a very wide frequency
range (10−2 − 107 Hz) [74]. One of the ways to achieve the impedance is by applying an
alternating voltage (Vac) across the sample and measuring the current response (Iac),
whose signal are both sinusoidal functions and expressed by the following equations [102,
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104]:

V (t) = Vo sin (ωt) = Voe
iωt (2.22)

I(t) = Io sin (ωt− ϕ) = Ioe
(iωt−ϕ) (2.23)

where Vo and Io are the amplitude of the voltage and current signals, respectively, ω
is the angular frequency (ω = 2πf), ϕ = ωt is the phase di�erence between the voltage
and current 12, and t is the time. Thus, the impedance Z(t) is given by:

Z(t) =
V (t)

I(t)
=

Voe
iωt

Ioe(iωt−ϕ)
= |Z|e+iϕ (2.24)

where |Z| = Vo/Io and represents the magnitude of impedance (absolute value). The
values of |Z| and ϕ are obtained directly from equipment meter. Thus:

Z ′ = |Z| cosϕ, (2.25)

Z ′′ = |Z| sinϕ, (2.26)

ϕ = tan−1(Z ′′/Z ′). (2.27)

In the complex plane, Z is expressed as:

Z = Z ′ − iZ ′′ (2.28)

Here, Z ′ and Z ′′ are the real (ϕ = 0°) and imaginary (ϕ = 90°) components of Z, respec-
tively, and the magnitude of Z is calculated by Z =

√
Z ′2 + Z ′′2. From the Physics point

of view, Z ′ is the resistance or resistive component R (de�ned by the Ohm's law as the
resistance of a sample to current �ow), and Z ′′ is the reactance or reactive component,
frequently symbolized as X. The impedance can be characterized in terms of electrical
circuit elements: R for a resistance (in a resistor), i.e. the impedance of a resistor is real;
1/iωC for a capacitance (in a capacitor); and iωL for an inductance (in a inductor) 13 14.
Di�erent regions of a sample are characterized by a resistance and a capacitance, usually
placed in a parallel circuit. In order to complement the knowledge, the two basic circuits,
series and parallel, will be described.
12 φ is zero when the behavior is purely resistive.
13 These elements can be connected by applying Ohm's and Kirchho�'s laws.
14 For each circuit element, a di�erent unit is used: Ω , F , H [V.s/A], respectively.
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The series R-C circuit corresponds to a resistor and a capacitor connected in series
(see �gure 16a). The total impedance is given by the sum of the component impedances
of each circuit element, and is expressed as:

Z = ZR + ZC = R +
1

iωC
(2.29)

where ZR and ZC are the component impedances of the resistor and capacitor, respec-
tively, and C is the capacitance. In plane and parallel faces dielectric, the capacitance is
expressed by:

C = εrεo
A

h
(2.30)

where ε′, is the relative permittivity (εr = ε/ε0), εo is the permittivity of free space
(8.85×10−12 F/m) and A and h are the cross-sectional area and thickness of the samples,
respectively [74,102]. Other way to obtain the C value is through the graphic method, by
applying the equation 2.31 to the frequency at the maximum of the impedance semicircle
15 in a complex plane (Z ′′ vs. Z ′), and the R values are obtained the intercepts on the
Z ′ axis. The loss factor (ε′′ - the imaginary part of permittivity) and conductivity σ(ω)

may be calculated from R and C [102]:

ωmax =
1

RC
(2.31)

The most common impedance plot used is Z ′′ versus Z ′, and the �gure 16b shows
an example of an impedance plot for series R-C circuit, where the real impedance is the
resistance of the material for all frequencies, and the imaginary part follows the similar
trend of the ideal capacitor. This representation of the impedance spectrum is commonly
referred as the Nyquist's plot [104].
15 For maximum frequency: Z ′ = Z ′′.
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Figure 16 � Representation of the R-C circuits : a)series circuit; c)parallel circuit; e)two
parallel RC circuits connected in series; with its respective complex impedance
plots b), d) and f). Source: adapted of [102].

On the other hand, the parallel R-C circuit consists in a parallel combination of a
resistor and a capacitance, as shown in Figure 16c. The total impedance of a parallel
circuit is given by following relations:

1

Z
=

1

ZR

+
1

ZC

(2.32)

Z =
ZRZC

ZC + ZR

(2.33)

It is convenient to rewrite the Eq. 2.33 in order to to separate the real and imaginary
components of the impedance parts. For this, it is necessary to perform the following
step:
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Z =
ZRZC

ZC + ZR

·
(

ZR − ZC

ZR − ZC

)

=
Z2

RZC − ZRZ
2
C

Z2
R − Z2

C

(2.34)

Substituting ZR and ZC by their respective values:

Z =
R2
(

− i 1
ωC

)

−R
(

− i 1
ωC

)2

R2 −
(

− i 1
ωC

)2 (2.35)

Z =
−i R

2

ωC
+ R

(ωC)2

R2 + 1
(ωC)2

=

R
(ωC)2 − i R

2

ωC

(RωC)2+1
(ωC)2

(2.36)

Z =
R− iωR2C

(ωRC)2 + 1
(2.37)

Therefore, separating the Z ′ and Z ′′ components:

Z =
R

1 + (ωτ)2
− i

Rωτ

1 + (ωτ)2
(2.38)

where the �rst and second terms are the real (Z ′) and imaginary (Z ′′) parts of the
impedance, respectively, τ = RC is the relaxation time of the RC circuit, which cor-
responds to the charging/discharging time of the capacitor [104]. Now, using the relation:

Z ′′

Z ′
=

−ωR2C

1 + (ωRC)2
· 1 + (ωRC)2

R
= −ωτ (2.39)

and substituting the Eq. 2.39 in Z ′′ (Eq. 2.38):

Z ′′ =
RZ ′′

Z ′

1 + (Z
′′

Z ′
)2

=
Z ′′RZ ′

Z ′2 + Z ′′2 (2.40)

Reorganizing, the Eq. 2.40, it can be written in the form of a circle 16:

Z ′2 −RZ ′ + Z ′′2 = 0 (2.41)

Now, adding the R2/4 term to both sides of the Eq. 2.41::
16 Circle equation: (x− xo)

2 + (y − yo)
2 = R2
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Z ′2 −RZ ′ + Z ′′2 +
R2

4
=

R2

4
(2.42)

Reorganizing,
(

Z ′ − R

2

)2

+ Z ′′2 =
(R

2

)2

(2.43)

The Z-plane plot the Eq. 2.43 shows that it forms a semicircle in the �rst quadrant,
where the circle center is obtained at Z ′

o = R/2 and Z ′′

o = 0, and with a radius 1/2R.
It can be seen that the diameter of the semicircle is equal to the resistance (see �gure
16d). Each parallel RC elements gives rises to a semicircle from which the R and C values
may be extracted. Figure 16e depict a representation of two parallel R-C circuits (R1C1

and R2C2) connected in series, where C1 << C2 and R2 >> R1. From the physical
the point of view, the minor semicircle (Figure 16f), which originates in (0,0) point,
is related with the relatively high conduction volume of the sample, while the greater
semicircle located in (0,R1) corresponds to a barrier with a weak conducting and a high
capacitance [102] 17. From the impedance spectrum, it is possible to identify di�erent
RC elements and associate them to appropriate regions of the sample. Table 5 shows the
orders of magnitude of the characteristic capacitances for each region [74].

Table 5 � Capacitance values and their possible interpretation phenomena.

Capacitance [F] Phenomenal Responsible

10−12 bulk

10−11 minor, second phase

10−11 − 10−8 grain boundary

10−10 − 10−9 bulk ferroelectric

10−9 − 10−7 surface layer

10−7 − 10−5 sample-electrode interface

10−4 elecrochemical reactions

During the IS experiments, the dielectric data of the materials can also be extracted
in terms of the frequency dependence of Y ∗ (the reciprocal of impedance), referred to as
complex admittance and is given by Y ∗ = Y ′+iY ′′, where the real part is the conductance
(Y ′) and the imaginary part is the susceptance (Y ′′). This is generally used because of
the direct relation between admittance and complex permittivity, since the dielectric
measurements are usually performed to analyze the behavior of permittivity with the
17 One important information that may obtain from the interface between sample and electrode is

whether conducting within the ceramic is ionic or electronic [74].
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temperature and frequency of the electric �eld. For parallel circuits, this direct relation
can be expressed by the following equation [103]:

Y ∗ = Y ′ − iY ′′ =
1

R
+ iωC∗ (2.44)

where C is mostly associated with pure capacitive behavior and the inverse of R is asso-
ciated with the losses 18. Thus, relating the Equation 2.44 with the complex capacitance
of the equation 2.30, the real (ε′) and imaginary (ε′′) components of the permittivity can
be obtained, as expressed by:

ε′ =
Y ′′h

ωA
(2.45)

ε′′ =
Y ′h

ωA
(2.46)

Therefore, the complex capacitance C∗ o�ers additional insights about the polarization
mechanisms in the dielectric media, since this magnitude is directly connected to the
storage properties (related with C ′) and losses (associated with C ′′) of electric �eld energy
during the polarization processes [59].

In this work, in order to perform the electrical measurements in the studied KBNN
samples were subjected to electrical measurements, for which silver paint electrodes were
applied on the major parallel faces by heat treatment at 590 °C. The electrical measure-
ments were carried out at room temperature in an HP4194A Impedance Analyzer towards
the frequency range of 100 to 1× 106 Hz. The results were calculated from the series and
parallel circuit models and obtained from �tting process of the experimental data by using
the ZView software, which is currently licensed by the IFSC, University of São Paulo.

2.2.7 Dielectric Spectroscopy

Similar to the Impedance Spectroscopy, the Dielectric Spectroscopy (DS) technique is
widely used to measure and analyze the (di)electrical properties of the materials, mainly,
dielectrics. Therefore, the DS is correlated with the dielectric permittivity of the sam-
ples. Permittivity is a material parameter that depends on temperature and frequency
of the external alternating electric �eld, which is varying in time, but not depends on
the intensity [102�104] and reduces to the dielectric constant when refers to a static
case. Di�erent from the case of an ideal dielectric (stores electrical energy), where the
dielectric permittivity is frequency independent, in practice, for a real dielectric (which
dissipates electrical energy), the dielectric permittivity is strongly frequency-dependent,
18 Pure dielectric losses or conductive losses for either series or parallel circuits, respectively
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decreasing linearly in most cases with increasing frequency. This technique is used for
lower frequencies and allows to study the dipolar rearrangement and lattice polarization
mechanisms [101,104,105].

Figure 17 shows a representation of the experimental apparatus used in the DS tech-
nique, which is compounded by a temperature-controllable furnace, where the sample is
placed with a thermocouple to verify the temperature, and connected with the measuring
system that is coupled to a computer and an appropriate interface for the data automation.
The sample's electrical data are collected, in the case of time-domain DS experiments,
by a multimeter or measuring method allowing high-precision current or resistance mea-
surements. For the frequency-domain DS case, the frequency response is collected by
using impedance analyzers, or high-precision inductance�capacitance�resistance meters.
The electrical data extracted from the DS experiment are most commonly expressed in
terms of the frequency dependence of the complex dielectric permittivity ε∗. The DS
data representation can also be expressed in other forms since the data presentation can
be used for analyzing the dielectric response [103], as is the case of the complex-plane
representation (imaginary part ε′′ versus real part ε′), similar to the impedance form as
seen in the previous subsection 19.

Figure 17 � A simpli�ed diagram of an experimental system for DS. Source: [103].

Peter Debye was the pioneer in describing the theoretical basis of DS [106]. He de-
scribed the behavior of the material's polarization when subjected to an external electric
�eld, once this electrical �eld has been removed. In his classical model, Debye consid-
ered non-interacting dipoles �uctuating in a continuous medium having the macroscopic
19 In Ref. [104] there is a table contains all the relationships between the dielectric parameters which the

electrical data can be expressed.
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viscosity that led to a time dependence of the whole dielectric polarization. Therefore,
the variation of the dielectric permittivity with frequency during the dielectric (dipolar)
relaxation is described by Debye by the form of the equation 2.47, which takes into ac-
count of the complex dielectric permittivity (ε∗ = ε′ − iε′′). The ε0 and ε∞ parameters
represent, respectively, the low (static) and high-frequency dielectric permittivity, ω is
the angular frequency (ω = 2πf , where f is the measurement frequency), τ represents the
mean relaxation time distribution function and describes the spectrum shape [106]:

ε∗(ω) = ε∞ +
(ε0 − ε∞)

1 + iωτ
(2.47)

The Debye's model is capable to describe the behavior of the dielectric response of
some materials but, in practice, it disagrees with the response found in most real dielectric
materials. This occurs because his model considers not only the absence of interaction
between the dipoles but also predicts all the dipoles that compound the material to have
only one relaxation time. In fact, according to the Debye's model the dipoles respond all in
the same way, and this is not what happens in real materials [103]. In this context, others
proposed models emerged in order to incorporate these interactions and processes with
more than one relaxation time, consequently achieving better agreement with the dielectric
responses found in the experimental data. It can cite some frequently used models such
as those proposed by Cole-Cole [107], Dissado-Hill [108], Havriliak�Negami [109], and
Jonscher [110�112], which derived their empirical expressions using the Debye's model as
the reference equation. Between them, special attention has been paid to the Cole-Cole's
model, because it can easily describe the dielectric response in such systems that show very
low deviation from the Debye's model. The Cole-Cole's model is commonly represented
by the equation 2.48 [107], where α is the exponent parameter, which is related to the
relaxation time distribution function and describes the spectrum shape; therefore, its
value is shown to be within the 0 ≤ α < 1 interval, in order to obtain the better �t of the
experimental data. Note that for α=0, the Debye model is recovered. This parameter has
been introduced assuming that each dipole will has a di�erent response with the applied
external �eld and, thus considers di�erent (distribution) relaxation times [107]:

ε∗(ω) = ε∞ +
(ε0 − ε∞)

1 + (iωτ)1−α
(2.48)

The dielectric measurements were also carried out at room temperature using the
HP4194A Impedance Analyzer in the 100 to 1× 106 Hz frequency range.
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2.2.8 Integrating Sphere Method

In the materials science and technology areas, when referring to those materials com-
monly used for the development of photovoltaic devices, it is important to study their
optical properties, in particular to proceed with the estimation of their optical bandgaps.
Integrating Sphere is a fairly used technique to determine these properties, which uses the
re�ectance spectroscopy to measure the light re�ected, transmitted and absorbed by the
sample [113,114]. Measurements in the ultraviolet-visible region are usually performed, in
which the ultraviolet (UV) and visible (Vis) regions covers approximately the 10−380 nm
and 380 − 750 nm range of the electromagnetic spectrum, respectively [113]. In general,
UV-Vis spectroscopy o�ers the fastest and most direct method of estimating the optical
bulk bandgap.

From the experimental point of view, the integrating sphere technique is commonly
used to measure di�use re�ectance con�gurations which occurs when the incident beams
penetrate the sample, a part of its photons is absorbed and the other part is re�ected in
all directions. Thus, a typical integrating sphere structure is composed by a resonating
spherical chamber whose internal surface is coated with a highly re�ective material (usu-
ally either MgO or BaSO4), in which this re�ective surface causes multiple light re�ections
inside the sphere, thus minimizing the absorption of the di�use re�ectance [114, 115]. In
the spherical chamber there are two (or more) ports where the input port is connected to
the light source, the output port is connected to a signal meter system that collects the
di�usely re�ected light, and an aperture can be necessary to place the samples [116,117].
Figure 18 presents a scheme for the re�ectance and transmittance con�gurations of an in-
tegrating sphere, where the sample is placed at the entrance slit of the integrating sphere
to measure the transmittance and placed at the exit slit to measure the re�ectance of the
sample.

In a UV-Vis spectroscopy measurement, the light absorption is given as function of
wavelength (or wavenumber), and provides information about the transitions between
electronic energy levels;i.e, from the absorbance spectrum is possible to determine the
bandgap energies in the UV-Vis region of the material [117]. Lambert [118] and Beer [119]
developed, independently, a relation that correlates the fraction of light measured after
the interaction with the sample (I) and the incident intensity (I0), with the path length
of light through the sample (l). This relation is given by equation 2.49 and is shown as
the Lambert-Beer's Law, where I, is the measured intensity (usually as transmittance or
re�ectance) of the light, σ is the absorption cross section of the sample's transition, and
the di�erence in the population of the initial (N1) and �nal (N2) are the initial states:

I

I0
= e−σ(N1−N2)l (2.49)
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use the equation 2.51 and performs the necessary �ts, taking into account the re�ectance
and scattering e�ects as well. For those cases where α > 104cm−1 often obey the relation
presented by Tauc [120] and supplied by Davis and Mott [121], as expressed by the
equation 2.53, where Eg , is the ground state energy, n can take on values of 1/2, 3/2,
2, or 3, which correspond to direct (allowed), direct (forbidden), indirect (allowed), and
indirect (forbidden) transitions, respectively [122]. Thus, the plots of (αhν)n vs. hν are
called as Tauc plots:

αhν ∝ (hν − Eg)
n (2.53)

The bandgap in the absorption spectrum is determined by drawing a tangent line to
the curve and extrapolating to the baseline in the Tauc's plot. The bandgap value will be
then the intercept with the energy axis. In other words, the bandgap corresponds to the
point at which absorption begins to increase from the baseline. This point indicates the
minimum energy that a photon must have to excite an electron from the valence band to
the conduction band and, thus, be absorbed in the semiconductor material [117].

For determining the optical properties in this work for the KBNN samples in the
UV-Vis region, a 2 inches, four-port integrating sphere from Thorlabs 15200-4 Inc, and a
halogen lamp were used, which allowed to obtain the absorbance spectra from the collected
data of di�use re�ectance plus di�use and collimated transmittances. The data were si-
multaneously processed with a mathematical model for estimating the optical parameters
of interest [123].
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served) and theoretical (calculated) results, which indicates that the KBNN system has
a weak tetragonal phase at room temperature.

Figure 21 � Rietveld re�nement of the X-ray di�raction patterns for the studied KBNN
compositions.
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Table 6 � Unit-cell (a, b y c), volume (V) and goodness-of-�t (Rp, Rwp and χ2) parameters
obtained after the re�nement process, resulting in a weak-tetragonal ferroelec-
tric phase with P4mm spatial group for all the compositions. Data for the
resulting theoretical density (ρtheo) of the materials are also included.

KBNN01 KBNN02 KBNN03

a=b (Å) 4.014(1) 4.015(4) 4.017(8)

c (Å) 4.021(1) 4.021(1) 4.021(6)

V (Å3) 64.79(2) 64.83(4) 64.92(0)

Rp(%) 9.3 9.5 10.5

Rwp(%) 12.9 13.5 14.1

χ2 3.1 3.3 3.6

ρtheo(kg/m
3) 4825.8 4770.4 4647.0

It is timely pointing out that the apparent densities of these materials after sintering
(calculated by the equation 2.1) were found to be around 4365.0, 4353.0 and 4352.0
kg/m3, meaning to be dealing with basically dense samples with relative density values
(calculated by the equation 2.2) of 90, 91 and 93 % for KBNN01, KBNN02 and KBNN03,
respectively (the theoretical density value, ρtheo, for each KBNN composition has been
listed in table 6).

For the sake of comparison, �gure 22 depicts a magni�cation of the XRD data towards
the 2θ ≈ 45° region. The (200) re�ection peak is there noted to move towards lower
angles values as the oxygen vacancy (δ) content increases when going from KBNN01 to
KBNN03. This is consistent with a weak tetragonal ferroelectric phase [10] and also is a
indicative of a unit-cell expansion with increasing δ, in agreement with results reported
for perovskite-type (ABO3) oxides [128], and it is in correspondence with the obtained
theoretical unit-cell volume (V ) reported in Table 6, which changes from 64.79 Å3 to
64.92 Å3 when going from KBNN01 to KBNN03. This increase in the unit-cell volume
can be ascribed to the increase in lattice parameters due to an increase in the Ni2+

content into the perovskite structure, whose ionic radius is larger (0,69 Å) than the Nb5+

(0.64 Å) ion [10]. Furthermore, the fact that the nickel cation has 2+ valence, leads it
to occupy B-site because of the chemical a�nity. The ionic radius of the Ba+2 (1.35 Å)
ion is slightly lower than the ionic radius of the K+1 (1.38 Å) ion. However, the barium
ion incorporation into the KBNN structure revealed to have a lower signi�cant e�ect on
the lattice volume change, which could be due to the smaller di�erence of the ionic radii
between both ions at the dodecahedral site [54]. Therefore, the inclusion of a larger ion
at the B-site in the crystal structure favors an increase in the unit-cell volume.
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Table 8 � Fundamental wavenumber with their symmetry modes reported at room tem-
perature for other KNbO3-based systems.

Modes

Wavenumber (cm−1)

KNbO3 [52] 0.80KNbO3−

0.20BaNi0.5Nb0.5O3−δ [36]

(B1,B2)(TO2) 189 193

B1(TO1) 230 220

A1(TO1) 267 268

A1(TO4, LO4) 289 290

(B1 +B2)(TO3) 530 528

A1(TO3) 596 594

A1(LO3) 835 832

After the �tting process, all the decomposed peaks have been represented together
with the experimental and theoretical results, as shown in �gure 25, from which spectral
signature of the ferroelectric response in the KBNN system can also be con�rmed for all
the compositions [13]. The observed band below 170 cm−1 is associated with translational
modes related to the A�O vibrations [130], being the characteristic for the occurrence of
nano-sized clusters rich in K+ (or Ba2+) cations. The A1(TO1) mode observed around
270 cm−1 is assigned to BO6 bending vibrations (represents a triply degenerate symmetric
O�Nb�O bending vibration), whereas the two sharp (B1B2)(TO2)modes and the A1(TO4)

mode, observed around 192 cm−1 and 290 cm−1, respectively, have been postulated to
be a �ngerprint for the occurrence of long-range polar order (that is, the signature of
ferroelectricity) in KNO-based systems [52, 131]. Towards the higher wavenumber region
(>500 cm−1), the observed modes are characteristic of the oxygen octahedral vibrations
[11]. Therefore, the modes observed around 530, 593, and 830 cm−1 are related with the
stretching of the BO6 octahedra due to the presence of Ni2+ in the structure [11,13,132].
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Figure 25 � Raman spectra for the studied KBNN compositions, showing the experimen-
tal and theoretical spectra as black symbol and red line, respectively. Decon-
volution of the peaks are shown as colored lines, according to the obtained
di�erent vibrational mode Buixaderas method.

In addition, it is noticed that the most considerable change that has taken place
in the Raman spectra has been in the M3 mode, which is the only one that shows a
relevant increase in the values of the Raman frequency (or wavenumber � 9 cm−1 ± 1) as
the concentration of oxygen vacancies increases (see table 7). This mode was identi�ed
as A1(TO1) and, as already mentioned, it is related with the BO6 bending vibrations.
This result suggests that the B-O bonds distances are decreasing, and consequently, the
bond strength between the O-B-O ions are increasing with the increase of the oxygen
vacancies. Therefore, this frequency behavior is expected (since ω =

√

k
m
) because if

there is a smaller number of oxygen ions in the octahedral, consequently the e�ective
mass decreases, which favors to a higher vibrational frequency. On the other hand, an
additional fact that contributes it is that as the Ni ion is being introducing into the Nb-
site, and the Ni cation is less heavy than the Nb ion. As can be observed, still regarding
�gure 25, a slight decrease in the relative intensity of the A1(TO1) and A1(TO4, LO4)

modes, as well as in the intensity of the sharp B1(TO2) mode, is noted when going from
KBNN01 to KBNN03. This result could be an indicative of a decrease in the long-range
polarization in the ferroelectric material caused by an increase in the oxygen vacancies
concentration.
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Since the intensity of the modes are related with the polarizability, this decrease in
the relative intensity also indicates a decrease in the polarizability in these modes.

For a better understanding and "visualization" of the phonons, there are some expla-
nations on how the transverse optical (TO) modes occur. The TO1 mode is especially
indicative of polarization in the material due to the parallel alignment of the polariza-
tion vector and the Nb-O bond; that is to say, the central B-site ions oscillating against
the oxygen octahedra. The TO2 mode corresponds to the A-site atoms vibrating in op-
posite direction to all the BO6 octahedral structures. Some authors have related this
mode with the signature of ferroelectricity in KNO-based solid solutions [26,53,133]. The
TO3 mode is associated with the B-site ions and the oxygen ions oxygen from the top
and bottom faces moving parallel along the polarization vector, and anti-parallel to the
equatorial oxygen atoms, while the A-site ions remain stationary. Finally, the TO4 mode
corresponds to the equatorial oxygen ions moving anti-parallel to their nearest equatorial
oxygen neighbors, and vibrating out of phase along the polarization direction, while the
A and B-site ions and apical O ions are �xed [53].

Moreover, when adding the Ni2+ ion at B-site of the structure, besides the induction
of local strains, as mentioned previously, it also promotes the interruption in the Nb�O
covalent bonding, which is responsible for the long-range ordered displacement of Nb5+.
Thus, the lattice disturbance caused by this doping a�ects the balance between long-range
dipolar Coulombic forces and short-range repulsion forces. Therefore, this result could be
an indicative of a decrease in long-range polarization in the ferroelectric material caused
by an increase in the oxygen vacancies concentration [11].

3.2 Microstructural Properties

3.2.1 Microstrain and crystallite size analyzes

For the study of the microstructural properties the individual contributions from the
average crystallite size (D) and lattice microstrain (η) to the broadening of the re�ection
peaks were analyzed by applying the Williamson-Hall (W-H) method, as expressed by
the equation 2.15. Figure 26 shows the oxygen vacancy concentration (δ) dependence
of D and η for the three studied compositions. While D kept at the nanoscale, slightly
decreasing with raising δ, an increase of η is rather registered.
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3.2.2 Microstructure analysis from SEM

The SEM micrographs of fracture surfaces obtained in all the studied KBNN ceramics
are shown in �gure 27. The results reveal microstructures consisting of agglomerated
particles with interconnected structures, and grain-size uniformly distributed over the
surfaces showing dense structures with only few pores recognized, complementing the
results previously calculated for the density of the ceramics. From these images, the
average grain-size values (ϕ) were calculated using the ImageJ software and the obtained
results are presented in table 9 (in meters - m), the values of which showed a slight
increase from KBNN01 to KBNN03. Similar results, showing agglomerated particles with
interconnected structures have been reported for KBNN based ceramics [13,51].

Table 9 � The average grain sizes (ϕ) from the studied KBNN ceramics.

Material ϕ [µm]

KBNN01 0.32

KBNN02 0.43

KBNN03 0.51
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(a) KBNN01 (b) KBNN02

(c) KBNN03

Figure 27 � SEM micrographs of fracture surfaces obtained in the all compositions.

In addition, the observed behavior exhibiting an average grain-size increase in perovskite-
structured systems, while raising the oxygen vacancy defects, have been reported for other
lead-free ceramic compounds [135,136]. This e�ect is likely linked to a charge decompen-
sation during charge di�usion for achieving the end structure, noting that a grain-size
increasing trend is also conceivable because the presence of oxygen vacancies presence
should be expected to enhances mass transport and, hence, grain-boundary mobility dur-
ing sintering.
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(increase of frequency) [128]. Thus, the addition of the Ni2+ ion, with a lower mass
(58.693 u) than Nb5+ (92,906 u) [139], consequently, suggests a contribution to decrease
the dielectric permittivity.

In order to better investigate the dielectric relaxation as well as the in�uence of the
vacancy defects, the experimental results were �tted by considering the semi-empirical
Cole-Cole model, using the equation 2.45. As can be seen in the same �gure 28, a good
agreement between the experimental data (symbols) and the theoretical �tting (solid-
lines) was observed for all the analyzed compositions. The obtained values for α were
found by �tting the curves of the dielectric pertmittivity vs. frequency and are in the
range of around 0.4�0.6, which reveals the deviation from the ideal Debye's dielectric
relaxation [106, 140]. Results also revealed very low dielectric losses at high frequencies
(≈ 0.001), which is a fundamental characteristic for applications in electronic devices.

It is known that when a polarization mechanism �nishes to function, there is an
abrupt drop in the dielectric permittivity (as can be seen in Figure 28), otherwise, ε

continues virtually frequency independent [88]. Therefore, the obtained result in Figure
28 con�rms the strong in�uence of the structural defects in the dielectric response of the
studied materials, which might a�ect the real dipolar mechanism by promoting unexpected
conduction processes [59], thus indicating that some electrons are being excited to energies
within the conduction band. The high value of dielectric permittivity at a low-frequency
region is attributed to space-charges (thermal charges) polarization, which is induced
because of lattice defects. Such e�ect can be associated with the charge distribution of
hopping carriers on defects, and is determined by the quantity of these thermal charges,
porosity, defects, and minor phases present in the studied material [141,142].

3.3.2 Resistivity Analysis

As Impedance Spectroscopy is an important complement for the understanding of the
microstructure through the transport properties of the samples, it is required to analyze
the impedance measurements. Therefore, the impedance results have been presented in
this work in terms of the complex resistivity ρ (Ωcm) for a better understanding of the
data, since the conduction contribution will be analyzed. In this context, considering the
geometrical factor of the samples: L(≡ A/h) ≈ 6×10−2 m, where A is the electrode's area
and h is the sample thickness, and using the criterion of magnitude order of capacitance
[143�145], the impedance data (given in terms of resistivity in the frequency domain)
measured at room temperature on the prepared KBNN ceramic samples are shown in
�gure 29.
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It is known that for a simple hopping conductivity process, in the absence of long-range
interactions, the conductivity is expected to be independent of frequency, the physical
mechanism is dominated by hopping backward and forward process of a single particle
in double well, where the low-frequency conductivity is zero, and a Debye-like transition
region is followed by a constant high-frequency conductivity [101].

Impedance data (given in terms of imaginary versus real parts of resistivity) measured
at room temperature on the prepared KBNN ceramic samples are presented in the Figure
30. Each spectrum consisted of two semicircles that could be �tted by using two parallel
resistance-capacitance (R-C) networks, both connected in series. Through the equation
2.31 and according to the table 5, the two dielectric responses (referent to the semicircles)
in each �gure were calculated and attributed to contributions arising from the grain
boundaries (10−9F) towards low frequencies and from the grains (10−10F) towards high
frequencies. Just noting that typical capacitance values from grains use to lie in the
10−11 − 10−12F range; the corresponding values found in the present work are sensibly
higher, in line with the fact to be here dealing with a bulk contribution of ferroelectric
type [144,145].

The resistivity (ρ) and permittivity (ε) values estimated from the �tting of the impedance
data are summarized in Table 10. From KBNN01 to KBNN03, on the on hand, values of
both grain and grain-boundary resistivity decrease. This result is to be expected consid-
ering that the density of charge carriers (oxygen vacancies) increases, which traduces into
enhanced defects-leaded electrical transport processes, noting that conductivity obeys the
σ = Nqµ relation, where N refers to the density of charge carriers, while q and µ stand
for their charge value and mobility, respectively. Furthermore, the behavior of permmit-
tivity di�ers from grains to grain boundaries. For the former, no relevant changes were
detected, indicating that oxygen vacancies have no in�uence on the bulk polarization pro-
cess. While a similar trend might be supposed for the grain boundaries, this is contrasted
with the observation of a clear increasing trend of permittivity when going from KBNN01
to KBNN03. In order to understand this result, it should be noted that the electrical
parameters listed in Table 10 refer to their macroscopic values. The analysis below helps
to get further insights into these data.
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Table 10 � Values of macroscopic resistivity (ρ) and permittivity (ε) for grains (g) and
grain boundaries (gb) measured at room temperature on the prepared ceramic
samples.

Material ρmac
g (104Ω ·m) εmac

g × 103 ρmac
gb (104Ω ·m) εmac

gb × 103

KBNN01 0.35 1.8 2.03 3.3

KBNN02 0.16 1.4 0.34 5.4

KBNN03 0.11 1.6 0.15 7.9

Considering the series-layer model applying between grains and grain boundaries, this
is what the impedance data in �gure 30 presuppose (because of occurrence of two semicir-
cles), the connection between macroscopic and microscopic properties in such electroce-
ramics can be demonstrated to obey: ρmac

g
∼= ρmic

g and εmac
g

∼= εmic
g , while ρmac

gb
∼= ρmic

gb ϕ/d

and εmac
gb

∼= εmic
gb d/ϕ, where d and ϕ are, respectively, the average grain size and grain-to-

grain contact thickness (with d >> ϕ) [143]. In other words, macroscopic and microscopic
dielectric properties from grains are expected to basically coincide, except for the in�u-
ence of oxygen vacancy density on resistivity, as was discussed above. Meanwhile, ρmac

gb

and εmac
gb are predicted to be grain size functions, in good agreement with the data trend,

observed in Table 10: a decrease of the former and an increase of the latter with increasing
grain-size from 0.32× 10−6 m in KBNN01 to 0.51× 10−6 m in KBNN03.

3.4 Optical Properties

In order to evaluate the potentiality of the materials for application in photovoltaic
devices, since the main action in the photovoltaic conversion is the absorbance of light
received, UV-Vis spectroscopy measurements were performed and the absorbance data
were processed. Figure 31 shows the absorption spectra for the three samples. These
results reveal a noticeable light absorption in the visible wavelength range (400�700 nm),
with KBNN01 showing the higher light absorption. The occurrence of this absorption
band has been associated to the fundamental characteristics of the metal-oxygen (A�O
and B�O) bonds [146�148]. As aforementioned in the section 1.2, the excitation across
the bandgap involves a charge transfer from the oxygen O-2p states, at the top of the
valence band, to the transition-metal d states, at the bottom of the conduction band,
thus leading the band-to-band transition from hybridized Ni-3d and O-2p to the Nb-4d
states.
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4 CONCLUSIONS

In summary, a systematic study on the photophysical properties have been carried out
in lead-free KBNN-ceramics.

� A particular attention has been paid to the in�uence of the oxygen vacancy on
the structural, microstructural, electrical as well as optical properties, including
evaluation of the e�ect from grain-size, which in fact have not been previously
reported in the literature for this system. This is the case of the unit-cell volume,
lattice microstrain and Raman spectra evolution (long-range interaction included),
where the defects-modulated (micro)structural characteristics were found to play a
substantial inl�uence.

� In addition, the impedance spectroscopy analysis revealed a strong impact of these
oxygen vacancy-related defects, as well as grain size, on the electrical response in-
volved polarization mechanisms and charge transport strength promoting conduc-
tion processes from bulk and grain boundaries.

� Results revealed that the oxygen vacancies concentration have an important contri-
bution on the dielectric response of these materials, and could be the main respon-
sible mechanism for the dielectric relaxation processes observed for temperatures
below the ferroelectric-paraelectric transition temperature in most of the studied
ferroelectric systems.

� Finally, these KBNN-materials showed relatively-low optical bandgaps, lying in
the visible light spectrum, which are considerably lower than those reported for
pure KNbO3 (KNO) and other commonly studied lead-free systems, making them
promising candidates for applications in solar energy devices.
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5 FUTURE PERSPECTIVES

As future perspectives, the analysis of dielectric properties as a function of the tem-
perature has been proposed as a fundamental study, in order to investigate the phase
transition characteristics as well as the in�uence of the oxygen vacancies on the polar-
ization mechanisms, which govern the dielectric response. On the other hand, additional
measurements of the Raman spectroscopy, but now with temperature, could also open
the possibility to better investigate the vibrational properties, in particular the soft-mode
contribution, as a function of the oxygen vacancy defects. Moreover, the investigation of
the electronic properties, such as an analysis of the KBNN band structure through �rst-
principles calculations, also reveals as a fundamental point for a better understanding of
the electronic states and the conduction process of this material.
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