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Resumo
Nesta dissertação estamos interessados, sobretudo, em apresentar um formalismo matemático
com intuito de derivar a equação de transporte de Boltzmann com spin (SBTE, do inglês
spin Boltzmann transport equation). Nosso principal interesse de pesquisa é especificamente
fenômenos de relaxação de spin. O mesmo, é fundamental no campo da spintrônica e pode
estar relacionado diretamente com o desenvolvimento de tecnologias futuras. A SBTE
fornece uma equação de difusão e arrasto que carrega a informação do decaimento de
spin. Com objetivo de derivar a equação de transporte de Boltzmann, devemos recorrer
a ferramentas matemáticas, viz., o formalismo de Keldysh e funções de Green de não
equilíbrio (NEGF). Uma analise rigorosa e um profundo entendimento do formalismo
é fundamental para generalizar a equação de Boltzmann para inclusão de spin, mais
altas ordens de interação spin-órbita, espalhamento com impurezas, elétrons, fônons, etc.
Verifica-se que fomos capazes de compreender o formalismo e derivar uma equação de
difusão e arrasto para spin, o que é uma tarefa formidável. Aqui, apresentamos o passos
necessários para não só obter tal equação, mas também como incluir outras interações.
Também mostramos como aplicar a equação de difusão e arrasto para um regime conhecido
como Persistent Spin Helix (PSH). No final de nossa pesquisa também conseguimos derivar
formalmente uma nova equação de difusão e arrasto de spin para heteroestruturas com
duas subbandas ocupadas. Este é um resultado preliminar, no entanto, novo na literatura.
Além disso, aplicamos esta equação para um regime conhecido como Crossed Persistent
Spin Helix (cPSH), no qual cada subbanda é colocada em regimes de PSH ortogonais.
Neste caso, encontramos que a dinâmica de cPSH depende da intensidade relativa entre
energia de spin-órbita e o alargamento dos estados induzidos pela impureza. Portanto,
compreender o formalismo é proveitoso no que se refere a formalizar a dinâmica de PSH
para o caso de duas subbandas, ao passo que extensões para novos sistemas e interações
adicionais (integrais de colisão) estão agora ao nosso alcance.

Palavras-chave: Formalismo de Keldysh. Equação de transporte de Boltzmann. Persistent
Spin Helix.



Abstract
In this dissertation we are mainly interested in presenting a mathematical formalism in
order to derive the Spin Boltzmann Transport equation (SBTE). Our preeminent research
interest is spintronics, specifically, spin relaxation phenomena. The aforesaid, is a key
phenomena in the field of spintronics and could be direct linked to future technology
development. The SBTE provides a spin drift-diffusion equation that carries the information
about the spin decay. Aiming to derive the Boltzmann Transport equation (BTE), one has
to resort to mathematical tools, viz., the Keldysh formalism and Non-equilibrium Green’s
functions (NEGF). A rigorously analyses and a deep understanding of the formalism, is
crucial in order to generalize the BTE to include spin, higher order spin-orbit interactions,
scattering from impurities, electrons, phonons, etc. As it turns out, we have been able to
master the formalism and deriving the spin drift-diffusion equation, which is a formidable
task. We present steps necessary to not only interpret such equation but also to include
other types of interactions one might be interested in. We also show how to apply the
spin-drift equation to a regime known as the Persistent Spin Helix (PSH). By the end of our
research we have also managed to formally derive a novel spin drift-diffusion equation for
heterostructures with two occupied subbands. This is a preliminary result, however, new in
the literature. In addition, we have applied it to a regime known as crossed Persistent Spin
helix (cPSH), for which the subbands are set into orthogonal PSH regimes. In this case
we find that the cPSH dynamics depends on the relative intensity between the spin-orbit
energy splitting and the impurity induced broadening of the states. Therefore, mastering
the formalism paid off by allowing us to formally generalize the PSH dynamics to the
two subband problem, whilst further extensions towards novel systems and additional
interactions (collision integrals) are now at reach.

Keywords: Keldysh formalism. Boltzmann Transport equation. Persistent Spin Helix.
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1 Introduction

In this dissertation we present a mathematical formalism in order to derive the
Boltzmann transport equation (BTE) and the Spin Boltzmann Transport equation (SBTE).
We also show how to use it for some applications and obtain a new result not found in
the literature. The BTE assume many forms and for the equilibrium case it’s frequently
displayed in statistical mechanics and solid state physics books. However, in this dissertation
we are interested in non-equilibrium phenomena, such as spin relaxation times, thus,
additional mathematical tools have to be implemented.

In kinetic theory one is not interested in the motion of each particle individually,
but rather in the distribution function fk(r,k, t), which is a number from 0 to 1. It yields
the probability of a particle being in a certain position r, state k, at a time t . The
distribution function also allows one to compute physical quantities such as the current,
particle densities, etc. Therefore, determining the BTE means we’re asking the question:
given a state k what’s the probability, i.e. the distribution function fk, of being occupied?
If an external force F drives the particle to move with a velocity v and there’s no scattering
, it will follow a certain trajectory in phase space. If one knows the probability in a state
earlier, it will follow along the trajectory, hence

fk(r,k, t) = fk(r− vdr,k− Fdk, t+ dt), (1.1)

i.e., the probability doesn’t change,

dfk

dt
= 0. (1.2)

Applying the chain rule one finds

∂fk

∂t
+ v · ∇rfk + F · ∇kfk = 0, (1.3)

where v is the velocity and F the external force. Eq.(1.3) is the collisionless Boltzmann
equation. The left-hand side is responsible for drift and diffusion terms. The distribution
function must obey this equation, for the classical case with no external force the solution
is the Maxwell-Boltzmann distribution (HUANG, 1987) and for the quantum case the
Fermi-Dirac distribution function (PATHRIA; BEALE, 2011).

On the other hand, for an electron following a certain trajectory in phase space
in a system out of equilibrium, the probability of being in that state could change by
plenty of things, e.g., one might shine light into the material, thus, the photons increase
the probability of this or another state being occupied, the electron might scatter of the
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trajectory by an impurity or another electron, it can recombine with a hole and disappear,
etc. Hence, to describe this kind of system, all relevant possibilities have to be accounted
and Eq.(1.3) needs a correction, namely

∂fk

∂t
+ v · ∇rfk + F · ∇kfk = Ik. (1.4)

On right-hand side we have included what is known as the collision integral. It is
responsible for interactions and scattering. Our task is to include spin in the left-hand side
of Eq.(1.4) and to build a proper collision integral to fit the phenomena we are interested
in.

For a system out of equilibrium, to include quantum effects, one has to resort to the
non-equilibrium Green’s functions technique (NEGF). We introduce the Green’s functions,
also known as propagators, in the second chapter along with how we can portray them
in a pictorial and intuitive way as Feynman diagrams. This mathematical machinery, in
a very elegant way, accounts for all the possibilities an electron might scatter off. This
introduction is meant to be a pedagogical one, we do not actually use Feynman diagrams
up to chapter 3, however, we show how to use them and the meaning of propagators. Such
concepts are often overlooked in introductory texts.

We also show that the Green’s functions are not enough and introduce the so-called
closed path and Keldysh formalisms. With such tools one is able to write the famous
Dyson equation in what is known as the Schwinger-Keldysh space, leading to the Kinetic
equations. In chapter 3 we derive the BTE and SBTE using the standard recipe, by
changing to the Wigner coordinates and applying the gradient expansion.

The possible applications of this formalism and the BTE range from plasma physics,
fluid dynamics to economics (RICHMOND; MIMKES; HUTZLER, 2013). Nevertheless, in
chapter 4 it’s where it all converge to our main research field of interest, spintronics.

Spintronics is a key field in the quest for smaller and faster devices. After revolu-
tionizing the world by building technology that rely in one of the electron’s charge, e.g.,
the transistor, we now turn to the spin. Understanding and controlling it, is fundamental
for future spintronic devices and quantum computing.

Perhaps one of the most notorious life changing application of spintronics is the
discovery of the giant magnetoresistance (GMR) by Albert Fert and Peter Grünberg
(FERT, 2008) (GRÜNBERG, 2008) which they were awared with the Nobel prize in 2007
for it. Their research along the creation of “spin valve” by the IBM researcher Stuart
Parkin increased drastically the storage capacity of hard disks (DIENY et al., 1991). As
future perspectives of spintronics applications, the most promising is the potential to build
quantum bits (qubits) which are superposition of many spin states entangled. This is
the basis for quantum information processing and specifically, for building a spin-based
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Figure 1 – Illustration of the Dyakonov-Perel relaxation mechanism. Spin (red arrow)
precessing about a precession vector Ω, which is defined by the spin-orbit
coupling, thus depending on the direction of motion given by the momentum k.
At scattering events, the direction of motion changes, thus changing Ω, which
becomes a random variable after multiple scatterings.

quantum computer.

An electron moving through the conduction band is not held by strong nuclear
interactions, however, it will be affected by external or internal electrical fields, such as
the one created by conduction band discontinuities. In this thesis, we have in mind III-V
semiconductor heterostructures, these feature a crystallographic inversion asymmetry also
inducing an electrical field. These fields yield spin-orbit interactions, namely, Rasbha
(RASHBA, 1960) and Dresslhaus (DRESSELHAUS, 1955).

Spintronics is a vast field of study that could be essential for future technology.
Controlling spin would be great, but it has a catch. Spin states have life times, as we shall
see. If on the one hand the spin-orbit coupling helps to control the spin, on the other
hand, it is impractical to transport spin over long distances (KOHDA; SALIS, 2017). Spin
orbit interactions act like an effective magnetic field, which depends upon the wave vector
of the electron. The spin precesses about a vector precession Ω created by the effective
magnetic field. The spin evolves in time with

d〈σ〉
dt

= i

~
[Hsoc, 〈σ〉] = Ω× 〈σ〉, (1.5)

where Hsoc is the spin-orbit Hamiltonian and the vector Ω = α
~ (−ky,kx, 0), considering

only the Rashba interaction for now.

If the direction of the effective magnetic field changes, say by scattering as Figure
1, the axis about which the spin precesses upon, changes direction along with the field
and the precession frequency, leading to a spin relaxation, namely, Dyaknov-Perel.

The main mechanisms responsible for such phenomena, are the D’yakonov-Perel
and Elliot-Yafet. The relaxation time of the D’yakonov Perel mechanism is presented
in chapter 4. The Elliot-Yaffet mechanics is not derived in this thesis, however it is an
extension of the formalism presented.

Another beautiful phenomena caused by spin orbit interaction is the Persistent
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Spin Helix (PSH) (BERNEVIG; ORENSTEIN; ZHANG, 2006), discussed in chapter 4.
There, the Rashba and Dresselhaus spin-orbit interactions combine to define effective
spin operators that commute with the Hamiltonian, thus, leading to a conservation rule.
This fine tuning leads to a long lived spin helix with well defined spin wave patterns. The
robustness of the PSH against scattering events, might lead to robust implementations
of the Datta-Das spin transistor (DATTA; DAS, 1990; SCHLIEMANN; EGUES; LOSS,
2003).

In chapter 2 and 3 we present the formalism necessary to derive the kinetic equations.
Then, in chapter 4 we pursue the spin drift-diffusion equation and apply it to the PSH
regime. To wrap it up, we exhibit the result accomplished by our research using the tools
mastered writing this dissertation. We have developed a formal derivation of the spin
drift-diffusion equation for two subbands, allowing us to analyze the regime of crossed
Persistent Spin Helix (cPSH).
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2 Discussions and Formalism

2.1. Propagators and Feynman Diagrams

The following sections are meant as an introduction to the non-equilibrium Green’s
Functions method and Feynman Diagrams, a first look at this exciting field. Looking at
the non-equilibrium expansion and deriving the general kinetic equation in the literature,
might seen scary, and indeed a solid background on Green’s functions and Feynman
diagrams is needed. Very important concepts are introduced without going further into the
details, although, passing on the general idea behind all the harsh math of non-equilibrium
systems. In the general literature there’s necessity of a very well deserved discussion about
the meaning of propagators rather than just writing the relation between all of its forms,
hence sections 2.2 and 2.3 . The discussion about Feynman Diagrams, a general many-body
diagram is used, i.e., we do not use the usual topology of the vast array of diagrams, but
instead we use the their meaning. The self-energy concept is very important, specially
when deriving key equations, although, a background on Feynman diagrams is crucial
for a deeply understanding. We chose to give a comprehensive discussion about it, giving
the general idea, so that further in the future, the self-energy is not just “math” and a
interested reader can understand what is actually going on.

2.2. Propagators

The main system we are illustrating, is of a particle moving through a semiconductor.
Describing accurately, can be extremely hard, because it involves computing the interaction
between one particle with infinity of others.

A particle moving through a system, pushes or pulls another ones by Coulomb
interaction, becoming surrounded by them, the result is what we call a “quasi-particle”. A
sort of cloud of particles, behaving collectively, producing a phenomena, although seemly
like an individual particle. For instance

1. Phonons - Waves in crystal lattice of a solid;

2. Magnons - Fluctuations in the density of spin angular momentum, i.e “spin waves”;

3. Hole - “An empty space" in a crystal lattice with positive charge, usually in the
valence band of a semiconductor. Etc.
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Due to this collective behavior, quasi-particles have effective mass and life times.
One can ask, how can we calculate their physical properties? The answer is propagators!
Fortunately, to have important information about the physical properties of the system we
do not have to estimate the behavior of each individual particle∗, but rather the average
behavior of one or two particles. Those averages are called one-particle propagator and
two-particle propagator.

To understand what a propagator is, think for now the electron moving in a
semiconductor system as classical (in other words, one ball colliding with another). The
idea behind it, is this: A particle is placed at point r1 at a time t1, let it move throughout
the system. The propagator is the probability (in the quantum case, the probability
amplitude) to find the particle at point r2 and time t2.

Propagators yields most physical features of the system in a very intuitively way.
There are a few methods to calculate them (MATTUCK, 1992), the main one consists in
expanding the propagator in a series of integrals and evaluating approximately. This is
done in a very elegant way using Feynman Diagrams.

Semiconductors are a set of positively charged ions with some irregularities called
impurities, an electron moving through the system has to go from point A to B. There are
infinity ways it can do that. It can either move freely, or interact one, two, infinity times
with an impurity. Consider some of the possibilities. Figure 2 represents some of the ways
an electron might go from point A to point B in a crystal. Define the probability to move
freely P0(A,B).

Figure 2 – Possible ways a particle can propagate from point A to point B. a) The particle
propagates without being scattered by an impurity. b) The particle is scattered
once by an impurity before getting to point B. c) The particle is scattered twice
by an impurity before getting to point B.

Now consider an electron propagating from point A to B, but interacting with
an impurity at point 1 along the way, as depicted in figure 2. The particle propagates

∗The name “particle” is used, but essentially we’re taking about particle or quasi-particles, as we’ve
seen, they are by all means, particles!
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freely up until point 1, where the impurity is placed. Call this probability P0(A, 1).
There’s the probability of actually interacting with the impurity, define it P (1). Then it
propagates freely to point B, call this probability P0(1, B). Therefore, the total probability
of an electron moving through this exactly path and interacting with the impurity is
P (A,B) = P0(A, 1)P (1)P0(1, B).

Consider again an electron going from point A to B, but this time two im-
purities are placed in points 1 and 2. It can propagate freely, interact with impu-
rity 1 and 2 individually or it can interact with both as depicted in figure 2. There-
fore, the probability of doing this exactly path and interacting with 1 and then 2 is
P (A,B) = P0(A, 1)P (1)P0(1, 2)P (2)P0(2, B).

The electron being scattered twice, yields the total probability of ways to propagate
from point A to B

P (A,B) =P0(A,B) + P0(A, 1)P (1)P0(1, B) + P0(A, 2)P (2)P0(2, B)

+ P0(A, 1)P (1)P0(1, 2)P (2)P0(2, B) + P0(A, 2)P (2)P0(2, 1)P (1)P0(1, B).

A propagator accounts the probability of all possibles ways a particle can go from
point A to B, therefore, in a system with N scattering events, the total probability is

P (A,B) =P0(A,B) + P0(A, 1)P (1)P0(1, B) + P0(A, 2)P (2)P0(2, B) + · · ·

+ P0(A,N)P (N)P0(N,B) + P0(A, 1)P (1)P0(1, 2)P (2)P0(2, B) + · · ·

+ P0(A, 1)P (1)P0(1, N)P (N)P0(N,B) + · · ·+ P0(A, 2)P (2)P0(2, N)P (2)P0(N,B).
(2.1)

which is a infinite series. If one is not considering a classical system, the term “probability”
is mistakenly used, we have actually to compute the probability amplitude instead.

The problem looks unsolvable, we have to deal with infinity possibilities, but us
physicists get our way around it. This is the very soul of the physics behind the description
of particles moving in semiconductors. We shall see in the next sections that the propagator
actually have another name, Green’s Function and the probabilities are an infinity string
of integrals which can be portrayed as Feynman diagrams providing an intuitively way to
describe complicated systems.

2.3. Quantum Propagators
In this section we shall not consider the electron moving in a metal system as

classical, but instead, we finally start looking at it as a quantum object.

Quantum propagators actually have another name, Green’s Functions. One is
familiar with the Green’s Functions method in solving differential equations, that will
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soon be employed† . These functions have a deeper statistical meaning, often overlooked.
From Eq. 2.1, consider only two processes, i.e, the electron can move solely by two ways,
call the probability (classical) P0(A,B) = P0 and P0(A, 1)P (1)P0(1, B) = P1 , thus the
total probability P is

P = P0 + P1. (2.2)

We also define the total probability amplitude as G as

G = G0 +G1. (2.3)

The total probability is related to the probability amplitude as

P = G∗G = |G0|2 + |G1|2 +G∗0G1 +G∗1G0, (2.4)

where last two terms are interference terms, hence, in the quantum case the total probability
isn’t just the sum of probabilities.

Quantum propagators are also called Green’s functions, a first glance at them, one
can get lost due to what it seems infinity relations among these functions ∗. These propa-
gators that we are going to be dealing with, have their roots as probabilities amplitudes of
a particle moving certain paths. One can get lost about their meaning since they come in
all forms and shapes, leading to many Green’s functions relations. Next we define some of
the these relations that will be used through out the entire thesis.

There are several ways to write Green’s functions. The one that will play a
fundamental role to write a non-equilibrium expansion is called causal or average Green’s
function

G(r, t, r′, t′) = −i
〈
TψH(r, t)ψ†H(r′, t′)

〉
, (2.5)

where the ψ’s are field operators in the Heisenberg picture. T is called the time ordering
operator, it rearranges the field operators so that the time decrease from left to right,
where no times are equal. Namely for general time-dependent operators Â and B̂

T
(
Â(t)B̂(t′)

)
=

Â(t)B̂(t′), t > t′,

∓B̂(t′)Â(t), t′ > t.
(2.6)

The time ordering symbol also rearranges field operators, as for equal time the
ψ†H’s are placed to the left and ψH’s to the right. The minus sign for fermions always
appears when two field operators are interchanged (BRUUS; FLENSBERG, 2004).

The average Green’s function can also be written

G(r, t, r′, t′) =

G
<(r, t, r′, t′) t′ > t

G>(r, t, r′, t′) t > t′
. (2.7)

†We shall use it to solve the Schöndiger equation
∗For a pedagogical introduction to Green’s functions see (ODASHIMA; PRADO; VERNEK, 2017)
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G> and G< are the so-called greater and lesser Green’s functions respectively. In second
quantization they are written

G>(r, t, r′, t′) = −i
〈
ψH(r, t)ψ†H(r′, t′)

〉
, (2.8)

G<(r, t, r′, t′) = −i(±1)
〈
ψ†H(r′, t′)ψH(r, t)

〉
. (2.9)

Dealing with non-equilibrium problems another function is commonly used in the
literature (RAMMER, 2007), the anti-time-ordered Green’s function, defined as

G̃(r, t, r′, t′) = −i
〈
T̃ψH(r, t)ψ†H(r′, t′)

〉
, (2.10)

where T̃ is the anti-time ordering operator, it acts as the opposite of T . Hence

G̃(r, t, r′, t′)

G
<(r, t, r′, t′) t > t′

G>(r, t, r′, t′) t′ > t.
(2.11)

There’s also a second type of Green’s Functions called Retarded and Advanced,
they are defined as

GR(r, t, r′, t′) = −iθ(t− t′)
〈
[ψ(r, t), ψ†(r′, t′)]±

〉
, (2.12)

where + sign represents the commutator for bosons and − the anti-commutator for
fermions. Analogously the advanced Green’s functions

GA(r, t, r′, t′) = iθ(t′ − t)
〈
[ψH(r, t), ψ†H(r′, t′)]±

〉
. (2.13)

Using the previous definitions, one can find the relations between Retarded, Ad-
vanced, Greater and Lesser functions

GR(r, t, r′, t′) = θ(t− t′)
(
G>(r, t, r′, t′)−G<(r, t, r′, t′)

)
, (2.14)

GA(r, t, r′, t′) = θ(t′ − t)
(
G<(r, t, r′, t′)−G>(r, t, r′, t′)

)
, (2.15)

GR(r, t, r′, t′)−GA(r, t, r′, t′) = G>(r, t, r′, t′)−G<(r, t, r′, t′). (2.16)

Finally, we define a key function to the study of non-equilibrium systems, the
so-called Kinetic or Keldysh Green’s function

GK(r, t, r′, t′) = G>(r, t, r′, t′) +G<(r, t, r′, t′). (2.17)

The GK function, as we shall see, is strictly related to the distribution function
appearing in the BTE, thus, it will be used many times.
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2.4. More on Green’s functions

One usually first hear about Green’s functions as a method to solve ordinary and
partial differential equations, for instance, in physics it can be used to find the electric
potential (MACHADO, 2007). We’ve seen so far another amazing meaning and wrote
relations that we haven’t put to use yet, however, in this section we finally use it to solve a
differential equation, the Schröndiger equation. The result extracted is fascinating, known
as Dyson equation, the statistical nature of Green’s functions will appear naturally.

Consider the Schröndiger equation (and omitting the spin dependency)

(
i∂t −H(r)

)
Ψ(r, t) = 0, (2.18)

with
H = H0(r) + V (r), (2.19)

H0 is the free part of the Hamiltonian and V (r) is a perturbation. To solve this differential
equation, it is interesting to introduce the Green’s functions as

[i∂t −H0(r)]G0(r, t, r′, t′) = δ(r− r′)δ(t− t′), (2.20)

[i∂t −H0(r)− V (r)]G(r, t, r′, t′) = δ(r− r′)δ(t− t′). (2.21)

We also define the identities

G−1
0 (r, t, r′, t′) =

(
i∂t −H0(r)

)
δ(r− r′)δ(t− t′), (2.22)

G−1(r, t, r′, t′) =
(
i∂t −H0(r)− V (r))

)
δ(r− r′)δ(t− t′), (2.23)

G−1
0 (r, t, r′, t′, E)G0(r, t, r′, t′) = δ(r− r′)δ(t− t′), (2.24)

G−1(r, t, r′, t′, E)G(r, t, r′, t′) = δ(r− r′)δ(t− t′). (2.25)

To prove these identities note that Green’s functions have matrix structures∗, for
instance

G0(r, r′) =


. . . . . . . . .

. . . G0(r, r′) . . .

... ... . . .


r,r′

, (2.26)

where are the r lines and r′ columns. Consider the matrix G0 and its inverse G−1
0 , by

definition ∑
r′′
G−1

0r,r′′
G0r′′,r′

= δ(r− r′), (2.27)

∗Ignoring the time dependency
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the sum becomes an integral,∫
dr′′G−1

0 (r, r′′)G0(r′′, r′) = δ(r− r′) (2.28)

and replacing Eq. 2.22 in the equation above∫
dr′′

(
i∂t −H0(r)

)
δ(r− r′′)G0(r′′, r′) = δr,r′ , (2.29)

we recover the Green’s functions definition for the Schröndiger equation

[i∂t −H0(r)]G0(r, r′) = δ(r− r′). (2.30)

With Eqs. 2.22 and 2.24 the Schöndiger equation is written

G−1
0 (r, t)Ψ(r, t) = V (r)Ψ(r, t), (2.31)

and for a free system
G−1

0 (r, t)Ψ0(r, t) = 0, (2.32)

subtracting∗∗ 2.31 by 2.32

G−1
0 (r, t)

(
Ψ(r, t)−Ψ0(r, t)

)
= V (r)Ψ(r, t), (2.33)

multiplying by G(r, t, r′, t′) and integrating∫
dt′
∫
dr′G−1

0 (r, t)G0(r, t, r′, t′)
(
Ψ(r′, t′)−Ψ0(r′, t′)

)
=
∫
dt′
∫
dr′G0(r, t)V (r)Ψ(r′, t′)

Ψ(r, t) = Ψ0(r, t) +
∫
dt′
∫
dr′G0(r, t, r′, t′)V (r)Ψ(r′, t′) (2.34)

iterating the solution∗,

Ψ = Ψ0 +G0VΨ0 +G0V G0VΨ0 +G0V G0V G0VΨ0 + · · ·

= Ψ0 +
(
G0 +G0V G0 +G0V G0V G0 + · · ·

)
VΨ0. (2.35)

Using the relation G−1 = G−1
0 − V and following the same steps to get Eq. 2.34, one can

also encounter a result for the full Green Function G∫
dt′
∫
dr′G−1(r, t)G(r, t)

(
Ψ(r′, t′)−Ψ0(r′, t′)

)
=
∫
dt′
∫
dr′G0(r, t)V (r)Ψ0(r′, t′),

Ψ(r, t) = Ψ0(r, t) +
∫
dt′
∫
dr′G(r, t)V (r)Ψ0(r′, t′). (2.36)

Comparing Eqs. 2.36 and 2.35 one note

G = G0 +G0V (G0 +G0V G0 + · · · ), (2.37)
∗∗Notice that if one had summed the two equations we would have gotten a different result, the reason

a sum is not allowed, is that if V (r) were to be zero, the result would be Ψ0 with a minus sign.
∗The integrals are often omitted or replaced by the symbol ⊗ =

∫
dt′ ∫ dr′ and also we opt to omit

the variables dependency (r, t).
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or, the famous result known as the Dyson equation

G = G0 +G0V G. (2.38)

Eq. 2.38 is also written in a very useful way

G = 1
G−1

0 − V
. (2.39)

Solving the Schröndiger equation show us that just like quantum mechanics, Green’s
functions have a probabilistic nature, and its statistical essence is represented by the
Dyson equation. From Eq. 2.35 one notice that each individual term represents a way a
particle can propagate from one point to another, for a physical intuition appeal, it is
represented by the figure 2, an infinity series of possibilities, or, as we’ve seen for quantum
propagators, infinity probability amplitudes.

From this point forward carrying all the variables‡ dependencies could be tiresome,
thus, we introduce a compact notation (1, 1′) = (r, t, r′, t′).

2.5. An introduction to Feynman Diagrams
In this section we introduce the use of Feynman diagrams in the quantum many

body theory. Named after its inventor Richard Feynman, it is a pictorial way to describe
complex interactions that would be way harder to grasp intuitively. “Feynman diagrams
helped to transform the way physicists saw the world, and their place in it” (KAISER,
2005), is a powerful tool used in non-equilibrium problems, a whole field that deserves
a special attention, although, we shall not get into much detail. The reader is highly
recommended the reference (MATTUCK, 1992), where the author introduce the diagrams
in a marvelous way. The purpose of this section is a pedagogical introduction into the
diagrammatic expansion in many body quantum theory which give us an intuition of the
non-equilibrium problem. We shall later on, use the actual diagrams for specific interactions.
We’ll start by again deducing, diagrammatically, Dyson’s equation 2.38, first presented in
the section 2.4.

We’ll start with a dictionary of what each term of the equation mean∗

G(1, 1′) = , G0(1, 1′) = , V = V , (2.40)

‡even if we have omitted spin
∗Note that these are not the actual Diagrams, V can be any type of interaction where we’ll have a

type o diagram for which one, the diagrams for G0 and G are the representation for Fermions , we might
as well have photon diagrams which are not arrows, but rather wiggling lines.



2.6. Self-Energy 25

it’s important to emphasize that the diagram for V is a generic one, hence, the well-known
Dyson equation can be written diagrammatic as

G(1, 1′) = = + V +
V

V
+

V

V

V

+ · · · (2.41)

G(1, 1′) = =
1 + V +

V

V
+

V

V

V

+ · · ·
 (2.42)

=
1 + V +


V

2

+

V

3

+ · · ·
 (2.43)

Note that the diagrams behave like a series ∑∞n=0 x
n = 1

1−x , therefore

G(1, 1′) = = × 11− V


(2.44)

= 1
−1

− V


(2.45)

and 2.39 is recovered, but in the diagrammatic form.

2.6. Self-Energy
Writing Dyson’s equation in a diagrammatic form is an incredible easier approach

to deduce important information. In the last section we were considering only one kind of



26 Chapter 2. Discussions and Formalism

interaction, V , in this section we shall consider another kind of interaction X. For two or
higher types of interactions we use the so-called self-energy Σ.

Before employing the interaction X in the Dyson equation, we have to note a very
important point about the self-energy and its definition. There are two kind of diagrams,
reducible and irreducible (MATTUCK, 1992), their difference is, reducible ones can be
broken into irreducible. The self-energy is the sum of all irreducible diagrams. We shall not
depicted the their difference, for simplicity V and X are irreducible ones. Once define

the so-called self-energy, we shall see that it will appear naturally in the diagrammatic
form. The Dyson equation for two kinds of interaction V and X is

= + V + X +
V

V
+

X

X
+ · · ·

+
X

V
+

V

X
+

V

V

V

+

X

X

X

+

V

V

X

+

X

X

V

+ · · · , (2.46)

the diagrams above can be broken into

= ×

1 + × V + × X +

2

× V

2
+

2

× X

2

+ 2×

2

× X × V +

3

× V

3
+

3

× X

3
+

3

× X

2
× V

+

3

× V

2
× X + · · ·

, (2.47)

patterns start to emerge and are put in evidence

= ×

1 + ×


V + X

 +

2

×


V + X

2

+ · · ·
,
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as in Eq. 2.43,

= 1
−1

−


V + X


, (2.48)

by the definition of self-energy, the Dyson equation now is written as

= 1
−1

− Σ


(2.49)

or mathematically,
G = 1

G−1
0 − Σ

(2.50)

The self-energy is also a infinity series of diagrams for the case of infinity interactions

Σ = V + X + · · · (2.51)

A more general Dyson equation can be written diagrammatically

G(1, 1′) = = + Σ +
Σ

Σ
+

Σ

Σ

Σ

+ · · · (2.52)

or mathematically
G = G0 +G0ΣG. (2.53)

It’s amazing how physicists can simplify a problem to be workable with. The
self-energy do this job, it simplifies all the unknown interactions into one thing. Writing it
as a series within the Dyson equation, we will see that it also has a matrix form.

Dealing with non-equilibrium physics one has to deal with concepts and math-
ematical tools that are hard to grasp. Therefore, the last two sections were meant as
introduction to Feynman diagrams, writing generic diagrams and seeing how they behave
in the Dyson equations diagrammatically, is an attempt to give a new reader an intuitively
way to deal with non-equilibrium problems.
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2.7. Time evolution operators and the closed path formalism
In this section we introduce the closed path formalism. To work with a system in

equilibrium some tricks and mathematical tools are enough, however, when it comes to
non-equilibrium a further step have to be taken. The closed path formalism is based in
the equivalency of the time evolution operators between the Heisenberg and Interaction
pictures. In order to avoid confusion of which representation we are working with, the
states and operators are labeled with the subscripts

H− Heisenberg picture

I− Interaction picture

S− Schröndiger picture

In the non-equilibrium problem we mainly deal with the Hamiltonian

H = H0 + V (t), (2.54)

where H0 is the free Hamiltonian and V (t) the time-dependent perturbation.

Table 1 is a summary of the state vectors and operators of the three pictures

Schöndiger picture Heinsenber picture Interaction picture

States Vectors |ΨS(t)〉 = UH(t, t0) |ΨS(t0)〉 States are time-indepedent |ΨI(t)〉 = UI(t, t0) |ΨI(t0)〉

Time evolution operators UH(t, t0) = e−iH(t−t0) UH(t, t0) = e−iH(t−t0) UI(t, t0) = e
−i
∫ t

t0
VI(t′)dt′

Operators ÔS ÔH(t) ÔI(t)

Table 1 – Time evolution operators in each representation of quantum mechanics

Next we deduce the relation between the time evolution operators in the Heisenberg
and Interaction pictures, that are the foundation in which the closed path formalism is
based. We start by the relation between the state vector in the Schröndiger and Interaction
pictures are related by

|ΨS(t)〉 ≡ UH0(t, t0) |ΨI(t)〉 , (2.55)

where UH0 = e−iH0(t−t0). Using table 1 and Eq. 2.55

UH(t, t0) |ΨS(t0)〉 = UH0(t, t0)UI(t, t0) |ΨI(t0)〉 . (2.56)

Consider t0 as the time where all the pictures coincide, therefore

UH(t, t0) = UH0(t, t0)UI(t, t0), (2.57)

UI(t, t0) = UH(t, t0)U †H0(t, t0). (2.58)
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Heisenberg picture Interaction picture

ÔH(t) = U †H(t, t0)ÔSUH(t, t0) ÔI(t) = U †H0(t, t0)ÔSUH0(t, t0)

Table 2 – Relation between operator in Heisenberg’s and interaction pictures with an
operator in Schöndiger’s picture

When working with Green’s functions the field operators are in the Heisenberg
picture, therefore, the main goal here is to shift it to the Interaction picture. Table 2
displays general operators in both pictures using time evolution operators

Using U(t, t′′)U(t′′, t′) = U(t, t′) one relates the operators by associating the equa-
tions from table 2

ÔH(t) = U †H(t, t0)UH0(t, t0)ÔI(t)U †H0(t, t0)UH(t, t0), (2.59)

and from Eq.(2.58)
ÔH(t) = U †I (t, t0)ÔI(t)UI(t, t0). (2.60)

Equation 2.60 is an important relation to guide us through the transition between
real time to closed time path formalism. Now the field operators in Green’s functions can
be written in the Interaction picture.

We wish to study non-equilibrium phenomena, consider an arbitrary physical
system described by the Hamiltonian

H = H0 + V (t). (2.61)

To this end, we introduce the so-called closed path formalism, which consists of a
contour c, enclosing the real time axis as depicted in Fig. (3). Each point on the contour
correspond to a point in the real time axis. From a time evolution point of view, it starts
in t0, goes all the way to t, and then back again to t0.

Figure 3 – Close time path c [extracted from Ref. (RAMMER, 2007)].
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One goes from real time to contour variables using the connection between operators
in the Heisenberg and interaction pictures, as shown in Appendix (B). The transformation
between the two pictures can be expressed as

ÔH(t) = Tc

(
e−i

∫
c
dτVI(τ)ÔI(t)

)
, (2.62)

with τ as the contour variable, which is equivalent to Eq. (2.60). Here, the indexes H
and I represents the operators in the Heisenberg and interaction pictures, respectively.
The contour ordering operator Tc display the same features as the normal time ordering
operator, it orders the products of operators according to the position of their respective
contour variables in the contour c, later variables are placed to the right. For instance, a
pair of generic operators Â and B̂, one has

Tc
(
Â(τ)B̂(τ ′)

)
=

Â(τ)B̂(τ ′), τ > τ ′,

∓B̂(τ ′)Â(τ), τ ′ > τ,
(2.63)

where the − and + signs are for fermions and bosons, respectively. Notice that, here, the
comparison τ > τ ′ states that τ occurs later in the contour of Fig. (3).

2.8. Green’s Function in the Closed Path formalism

The central goal of non-equilibrium theory is to compute the average of real-time
correlation functions. That is, we wish to calculate

G(r, t, r′, t) = −i
〈
TψH(r, t)ψ†H(r′, t′)

〉
= tr

(
ρTψH(r, t)ψ†H(r′, t′)

)
. (2.64)

Provided the closed path formalism, we write Eq. (2.64) on it’s framework. Note
the time dependence variables t1 and t′1, there must be two contour variables linked to it,
in fact, as depicted in figure (4).

Green’s functions may depend upon many variables (position, time, spin, etc.).
One can get lost carrying all these variables, turning some calculations into a tough
job. Therefore, as for contour variables, we use the compact notation, (r1, τ1) = 1 and
(r′1, τ ′1) = 1′.

G(1, 1′) = −i
tr
(
ρ−βHTc

(
ψH(1)ψ†H(1′)

))
tr(e−Hβ) = −i

〈
TcψH(1)ψ†H(1′)

〉
, (2.65)

where,

G(1, 1′) =

G
<(1, 1′) τ1′ > τ1

G>(1, 1′) τ1 > τ1′ .
(2.66)
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Figure 4 – Time variables of the Green’s function and their respective contour variables
[extracted from Ref. (RAMMER, 2007)].

The field operators are still in the Heisenberg picture. According to Eq. (2.62) the
Green function in the interaction picture is

G(1, 1′) = −i
〈
Tc1

(
e
−i
∫

c1
dτVI(τ)

ψI(1)
)
Tc1′

(
e
−i
∫

c1′
dτVI(τ)

ψ†I(1′)
)〉
. (2.67)

One can add the two contours, yielding a total contour c = c1′ + c1. You must be
wondering, why can we sum two contours? The integral part in (2.62) is equivalent to a
time evolution operator (see appendix (B)). To give a perspective of what summing two
contours mean, we recall the equivalency of Eqs. (2.60) and (2.62) and go back to real
time, thus, Eq. (2.67) is reciprocal to

G(1, 1′) =− i
〈
Tc1

(
U †I (1, t0)ψI(1)UI(1, t0)

)
Tc1′

(
UI(t0, 1)ψ†I(1′)U

†
I (t0, 1′)

)〉
=− i

〈
Tc1+c1′

(
U †I (1, t0)ψI(1)UI(1, t0)U(t0, 1′)ψ†I(1′)U

†
I (t0, 1′)

)〉
=− i

〈
Tc1+c1′

(
U †I (1, t0)ψI(1)UI(1, 1′)ψ†I(1′)U

†
I (t0, 1′)

)〉
. (2.68)

Dealing with non-equilibrium, one will often come across time evolution operators
like UI(1, 1′)∗ in the last equality. The trick is to consider t = Max[t1, t1′ ], which means
the maximum value of the respective time evolution, corresponding the maximum values of
c1 and c1′ . Therefore, UI(1, 1′) = U(t, t) = 1, “blending” the contours together, as depicted
in figure 5∗∗, forming a contour c as in figure 3. The Eq. (2.68) becomes

G(1, 1′) = −i
〈
Tc

(
U †I (t, t0)ψI(1)ψ†I(1′)U

†
I (t0, t)

)〉
, (2.69)

or equivalent ,
∗Since we’re dealing with time evoltution operator 1 = t1 and 1′ = t1′

∗∗The figure suggests t1′ > t1, but is not necessarily true, since it could be the other way around



32 Chapter 2. Discussions and Formalism

Figure 5 – Summing the contour c1 and c1′ , the shaded region cancels and we recover the
contour c depicted (3) with t = max(t1, t1′)

G(1, 1′) = −i
〈
Tc1+c1′

(
e
−i
∫

c1+c1′
dτVI(τ)

ψI(1)ψ†I(1′)
)〉

= −i
〈
Tc

(
e−i

∫
c
dτVI(τ)ψI(1)ψ†I(1′)

)〉
. (2.70)

To summarize, we can add the contours on the grounds that is equivalent to use the
properties of the time evolution operators. One can also ask, why shouldn’t we just work
with the time evolution operator then? The reason is that in non-equilibrium systems we are
interested in asymptotic past and future, that means leaving the time evolution operators
with times in the infinity. It’s hard to work with such operators. Eq. (2.70) is almost the
final form to gain information about the system, in the next sections we’ll proceed with
new mathematical tools which enable us to go further into the non-equilibrium problem.

2.9. The Keldysh Formalism
In this section we introduce the Keldysh formalism. It consists of a two branch

contour that creates the Schwinger-Keldysh Space. We shall see why such contour allow a
much easier way to deal with non-equilibrium problems. On the other hand, to get there,
we have compute the average of Eq. (2.70), viz.

G(1, 1′) = −i
tr
(
e−βHTc

[
e−i

∫
c
dτVI(τ)ψI(1)ψ†I(1′)

])
tr(e−βH) , (2.71)

a job that’s not easily done.

One realize that expanding the integral in Eq. (2.71) an infinity string of field
operators will appear, in other words, an infinity summation of them.

There’s a method from quantum field theory, called Wick’s theorem(see appendix
(C)), which enable one to break down the string of operators into pairs. However, to employ
it, we need to set the Eq. (2.71) to some conditions. First, the field operators ψI and ψ†I
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are required to evolve with a non-interacting Hamiltonian (MACIEJKO, 2007) (which
they already are, since we manage to write them in the Interaction picture). Second,

e−βH = e−βH0Tcae
−i
∫ t0−iβ

t0
dτVI(τ)

, (2.72)

we need a non-interacting density matrix in the Boltzmann weighting factor§ (DANIELEWICZ,
1984).

One needs to “fit” Eq. (2.71) under these conditions in order to Wick’s theorem be
applied. One way to do it, is by adding a complex appendix to the contour in figure 3,
where the complex limit t0 − iβ is introduced as depicted in figure 6. This is also known
as the Kadanoff-Baym contour (RAMMER, 2007). Considering the new complex contour,

Figure 6 – complex appendix added so that one can obtain the free density matrix (ex-
tracted from Ref (RAMMER, 2007)).

the Green function becomes

G(1, 1′) = −i
tr
[
e−βH0

(
Tcae

−i
∫ t0−iβ

t0
VI(t)dt

)
Tc

(
e−i

∫
c
dτVI(τ)ψI(1)ψ†I(1′)

)]
tr
(
e−βH0Tcae

−i
∫ t0−iβ

t0
VI(t)dt

) . (2.73)

We’ve seen that the contours can be added together, due to their time evolution
properties, in this case we create the contour ci by adding c and ca. Multiplying the
numerator and denominator by Tce

−i
∫ t0−iβ

t0
VI(t)dt yields ci, enabling one to write

G(1, 1′) = −i
tr
(
e−βH0Tci

[
e
−i
∫

ci
dτVI(τ)

ψI(1)ψ†I(1′)
])

tr
(
e−βH0Tci

e
−i
∫

ci
VI(t)dt

) . (2.74)

We must be careful handling the equation above, it looks complicated, so we still
need to simplify it for a suitable use of Wick’s theorem. A close look at the denominator
show that is essentially the time evolution forward and backward in a contour ¶, namely

§The details of this derivation can be seen in appendix A
¶Note that Tci

e
−i
∫

ci
VI (t)dt

is not followed by any field operator, thus, this argument is cannot be
used for the numerator
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from t0 to max[t1,t1′ ] and back again. Mathematically speaking

U
(
inicial time of the contour,max[t1, t1′ ]

)
U
(
max[t1, t1′ ], inicial time of the contour

)
= 1.

(2.75)

The contour ordered term in the denominator is one, remaning solely the partition
tr(e−βH0) function

G(1, 1′) = −itr
(
ρ0Tci

[
e
−i
∫

ci
dτVI(τ)

ψI(1)ψ†I(1′)
])
, (2.76)

where,

ρ0 = e−βH0

tr(e−βH0) . (2.77)

Appreciate the result for a second, we manage to write the Green function for a
general non-equilibrium system using the statistical operator for the equilibrium case,
which is easier to deal with. Hence the power of the method.

We will take a step further and do not consider initial correlations, i.e., we do
not consider how the system was prior to t0 and let it approach to minus infinity. It has
been shown (RAMMER, 2007) that ignoring initial correlations amount to neglect the
complex appendix. Therefore, we have the so-called Keldysh contour depicted in figure 7
and denoting the forward −→c1 and the backward part ←−c2 .

Figure 7 – Keldysh contour [extracted from Ref. (RAMMER, 2007)].

2.10. Using Wick’s theorem
From last chapter we’ve obtained a general non-equilibrium Green’s function and

now it’s time to put it to use. We start by the simplest kind of coupling, that is, particles
coupled to external field V (r, τ) (KADANOFF, 2018), hence, the interaction part of the
Hamiltonian becomes VI(τ) = V (r, τ)ψ†I(r, τ)ψI(r, τ), which leads equation (2.75) to

G(1, 1′) = tr
(
ρ0Tc

(
e−i

∫
c
drV (r,τ)ψ†I(r,τ)ψI(r,τ)ψI(1)ψ†I(1′)

))
. (2.78)

Expanding, the zeroth-order yields the free Green’s function

G0(1, 1′) = −itr
(
ρ0Tc

(
ψ†I(1)ψI(1′)

)
.
)
, (2.79)
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For the first order,

G1(1, 1′) = (−i)2
∫
dr2

∫
c
dτ2V (2)tr

(
ρ0Tc

(
ψ†I(2)ψI(2)ψI(1)ψ†I(1′)

))
. (2.80)

If one continues to expand, a infinity string of field operators would appear. Since we’re
interested in the non-equilibrium situation we ought deal with the first-order expanded
Green’s function, because the zeroth-order doesn’t take into account the perturbation and
orders higher than two are quite complicated to work with. How to handle such equation?
All the effort in writing the Green’s function with the free density matrix, now pays off. We
can expand further equation (2.80) using Wick’s theorem in Appendix (C). Let’s handle
only the parts with the string of fermion fields

tr
(
ρ0Tc

(
ψ†I(2)ψI(2)ψI(1)ψ†I(1′)

))
=
〈
ψ†I(2)ψI(2)︸ ︷︷ ︸
G0(2,2)

〉〈
ψI(1)ψ†I(1′)

〉
︸ ︷︷ ︸

G0(1,1′)

+

〈
ψ†I(2)ψI(1)

〉
︸ ︷︷ ︸

G0(1,2)

〈
ψI(2)ψ†I(1′)

〉
︸ ︷︷ ︸

G0(2,1′)

+

〈
ψ†I(2)ψ†I(1′)

〉〈
ψI(2)ψI(1)

〉
︸ ︷︷ ︸

0

(2.81)

The first term carries the equivalent G0(2, 2) function, it means we are destroying and
creating a particle in the same position at the same time, it doesn’t appeal as propagation
physical sense, besides, by replacing in Eq.(2.80) one notice that integral is zero. The third
term, from Appendix C, is trivially zero, leaving only the second term alive. Therefore,
the Green’s function becomes

G1(1, 1′) =
∫
dr2

∫
c
dτ2G

0(1, 2)V (2)G0(2, 1′). (2.82)

2.11. Schwinger-Keldysh Space
Everything we have been doing so far had the goal to get to this crucial point, the

point where we construct the Keldysh Space. We introduced the closed path formalism and
rewrite all operators within this formalism so we could build the Keldysh contour ( figure 7
) and then expand the correlation function using Wick’s theorem. Next we construct what
is known as the Schwinger-Keldysh space, provided by the Keldysh contour. It’s helpful
because within its framework, we work with one goal, find an easier and doable way to
manipulate the correlation functions, and that’s exactly what the Keldysh space provides.

Take a close look at the time dependency of the Green’s Function G(r, t, r′, t′) =
G(1, 1′) and recall we divided the contour in figure 7 into forward −→c1 and backward ←−c2

parts. The variables in 1 and 1′, can either be in the forward or backward parts at the
same time or be in different parts.
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In the Keldysh space G(1, 1′) becomes Ĝij(1, 1′) where the subscripts i and j

represents the forward and backward contour respectively. Hence the matrix representation

Ĝ(1, 1′) ≡

Ĝ11(1, 1′) Ĝ12(1, 1′)

Ĝ21(1, 1′) Ĝ22(1, 1′)

 , (2.83)

the indexes represents whether the variable lie on forward part or backward part, labeled
by 1 and 2 respectively. We analyze each component separately , for instance, the Ĝ11(1, 1′)
component, both variables are in the forward contour and we have the causal Green’s
function

Ĝ11(1, 1′) = G(1, 1′) = −i
〈
T (ψ(1)ψ†(1′)

〉
. (2.84)

The Ĝ22(1, 1′) component, both variables are also in the same branch, however, in the
backward part, that means a propagation backwards in time, hence is correspondent to

Ĝ22(1, 1′) = G̃(1, 1′) = −i
〈
T̃ (ψ(1)ψ†(1′)

〉
, (2.85)

the anti-time-ordered Green Function. The Ĝ12(1, 1′) and Ĝ21(1, 1′) components are trickier
because their variables aren’t in the same branch of the contour. So we recall Eq. (2.7) and
consider a variable in the forward contour greater than a variable in backward contour.
Therefore,

Ĝ12(1, 1′) = G<(1, 1′) = ∓i
〈
(ψ†(1′)ψ(1)

〉
, (2.86)

and
Ĝ21(1, 1′) = G>(1, 1′) = i

〈
(ψ(1)ψ†(1′)

〉
. (2.87)

Finally we encounter the matrix

Ĝ(1, 1′) =

 G(1, 1′) G<(1, 1′)

G>(1, 1′) G̃(1, 1′)

 , (2.88)

The components of Ĝ(1, 1′) are not independent, hence in his original paper
(KELDYSH, 1964) Keldysh performs a linear π

4 -rotation in the Schwinger-Keldysh space,

Ĝ→ LĜL†, (2.89)

where

L = 1√
2

1 −1

1 1

 . (2.90)
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The rotated matrix is

Ĝ = 1
2

G−G
< −G> + G̃ G−G> +G< − G̃

G−G< +G> − G̃ G+ G̃+G> +G<

 . (2.91)

To proceed further we recall some identities‖ from section (2.4)

GR(1, 1′) = θ(τ − τ ′)(G>(1, 1′)−G<(1, 1′)). (2.92)

One cannot know which contour variable is further in the contour. Hence, we have to
consider the possibilities of either τ > τ ′ or τ ′ > τ . Say we choose τ > τ ′, by looking back
at Eqs. (2.7) and (2.11), one notice that G> = G and G< = G̃. Therefore according to
Eq.(2.92)

GR(1, 1′) = G(1, 1′)−G<(1, 1′) = G>(1, 1′)− G̃(1, 1′). (2.93)

By doing the exactly same kind of analyzes and using the identities from section
2.4, one encounters the matrix

Ĝ =

 0 GA

GR GK

 . (2.94)

So far we’ve been working with contour variables, eventually we have to come
back to the real time dependency of the Green’s functions. This can be easily done by
considering

∫
dτ =

Forward branch︷ ︸︸ ︷∫ ∞
−∞

dt +

Backward branch︷ ︸︸ ︷∫ −∞
∞

dt =
∫ ∞
−∞

dt−
∫ ∞
−∞

dt. (2.95)

Therefore, Eq. (2.82) is written for matrix ij-component

Ĝ1
ij(1, 1′) =

∫
dr2

∫ ∞
−∞

dt2Ĝ
0
i1(1, 2)V (2)Ĝ0

1j(2, 1′)−
∫
dr2

∫ ∞
−∞

dt2Ĝ
0
i2(1, 2)V (2)Ĝ0

2j(2, 1′).
(2.96)

Introducing the dynamics index space or Keldysh index

V̂ (2) = V (2)σz, (2.97)

where σz is the Pauli matrix which absorbs the minus sign in Eq. (2.96), thus, it is changed
to a more compact form

Ĝ1
ij(1, 1′) =

∫
dr2

∫ ∞
−∞

dt2Ĝ
0
ik(1, 2)V̂ (2)kk′Ĝ0

k′j(2, 1′). (2.98)
‖Notice that we are now using contour instead of time variables.
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The Dyson equation for Green’s function in a matrix form is written as

Ĝ1 = Ĝ0V̂ Ĝ0. (2.99)

One realizes that by going to the Keldysh space and performing a rotation, Eq.(2.99)
is the first-order term of a lookalike Dyson equation. Hence we can write a new Dyson
equation, however, this time within the Keldysh space

Ĝ = Ĝ0 + Ĝ0V̂ Ĝ. (2.100)

Although we were able to make things much easier, there is a more convenient
way to represent Ĝ, introduced by Larking and Ovchinnikov (LARKIN; OVCHINNIKOV,
1975), which gives us the simplest matrix representation of the propagator in the Keldysh
space. To obtain it, we perform another rotation in a matrix defined as

Ğ ≡ σzĜ (2.101)

and the rotation∗∗

G ≡ LĞL†, (2.102)

yields the matrix

G =

G
R GK

0 GA

 , (2.103)

this representation is one way to obtain the quantum kinetic equations.

2.12. Non-equilibrium Dyson equation

From the last section we have worked with the potencial V and we’ve also seen
that a more general way to describe a system is to consider the self-energy. The position
and time dependency of Σ, allows one to write Σ in the Keldysh space. The same analyses
as for the Green’s functions in section 2.11 is done for Σ(r, t, r′, t′)

Σ(r, t, r′, t′) =

Σ<(r, t, r′, t′) t′ > t

Σ>(r, t, r′, t′) t > t′
. (2.104)

∗∗Notice that we lose theˆnotation for matrices
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and also

ΣR(r, t, r′, t′) = θ(t− t′)
(
Σ>(r, t, r′, t′)− Σ<(r, t, r′, t′)

)
, (2.105)

ΣA(r, t, r′, t′) = θ(t′ − t)
(
Σ<(r, t, r′, t′)− Σ>(r, t, r′, t′)

)
, (2.106)

ΣK(r, t, r′, t′) = Σ>(r, t, r′, t′) + Σ<(r, t, r′, t′). (2.107)

Mostly important, we are also able to write Σ in the triagonal representation

Σ =

ΣR ΣK

0 ΣA

 . (2.108)

With the triagonal representation we are able to derive Dyson’s equations for the
Keldysh space. Start by G0

G0 =

G
R
0 GK

0

0 GA
0

 . (2.109)

The general Dyson matrix equation is

G = G0 +G0ΣG, (2.110)

and replacing for the triagonal representationG
R GK

0 GA

 =

G
R
0 GK

0

0 GA
0

+

G
R
0 GK

0

0 GA
0


ΣR ΣK

0 ΣA


G

R GK

0 GA

 . (2.111)

For the GR and GA components we have respectively

GR = GR
0 +GR

0 ΣRGR, (2.112)

GA = GA
0 +GA

0 ΣAGA. (2.113)

The Keldysh component is

GK = GK
0 +GR

0 ΣRGK +GR
0 ΣKGA +GK

0 ΣAGA. (2.114)

With the Keldysh space we have been able to write the Dyson equations in a
matrix form. The components of the Green’s function gives rise to three non-equilibrium
Dyson equations. In the next chapter we shall see how one can obtain the BTE from these
components.
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3 Kinetic Equations

We have chosen to write it in separated chapter that what is the cornerstone of
our work, the Boltzmann transport equation. A deeper understanding is essential to apply
the BTE for the kind of system we are interested in. We first present a spinless equation,
easily found in the literature (RAMMER, 2007) and (HAUG; JAUHO, 2008). This is a
systematic derivation and we’ll see how important was to built the formalism rigorously.
It turns out, that including spin is quite simple for the left-hand side (drift-diffusion) and
a bit trickier for the right-hand side (collision integral). With a few approximations we
derive a more general form of the BTE including spin, paving the way to applications in
condensed matter physics.

3.1. Left-right subtracted Dyson’s equation
During the derivation of the Dyson equation in section 2.1, we have placed in

evidence to the left G0V in Eq. (2.37), however, we could also have chosen V G0 to the
right, forming a different type of Dyson equation. As matter of fact, there are two ways to
write Eq. (2.110), here in the matrix form as shown in table 3

Left Dyson equation Right Dyson equation

G = G0 +GΣG0 G = G0 +G0ΣG

Table 3 – Dyson equations

In order to obtain a kinetic equation one must subtract the two equations. Rewriting
the right Dyson equation as

G = G0 +G0ΣG, (3.1)

G−1
0 G− ΣG = δ(1− 1′). (3.2)

Doing exactly same thing for the left Dyson equation and then subtracting, we get
the so-called left-right subtracted Dyson equation

[G−1
0 − Σ, G]c = 0. (3.3)

The commutator and anti-commutator are given respectively by

[A,B]c = A⊗B −B ⊗ A, (3.4)

{A,B}c = A⊗B +B ⊗ A. (3.5)
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The subscript c indicates convolution, along with the symbol ⊗

A⊗B(1, 1′) =
∫
dx2

∫ ∞
−∞

dt2A(1, 2)B(2, 1′). (3.6)

One define the functions

A(1, 1′) ≡ i
(
GR(1, 1′)−GA(1, 1′)

)
, (3.7)

ReG(1, 1′) ≡ 1
2
(
GR(1, 1′) +GA(1, 1′)

)
, (3.8)

Γ(1, 1′) ≡ i(ΣR(1, 1′)− ΣA(1, 1′)
)
, (3.9)

Re Σ(1, 1′) ≡ 1
2
(
ΣR(1, 1′) + ΣA(1, 1′)

)
, (3.10)

where ReG and Re Σ are related to renormalization effects and won’t play a role in
the BTE derivation (RAMMER, 2007), A is the well known spectral function and Γ is
related to the collision rate of a particle as we shall see (KADANOFF, 2018). Therefore,
Eq. (3.3) can be written in another very elegant and useful way by taking only the Keldysh
component GK out of the triagonal matrix

[G−1
0 − Re Σ, GK ]c − [ΣK ,ReG]c = i

2
{
ΣK , A

}
c
− i

2
{
Γ, GK

}
c
. (3.11)

Equation (3.11) gives birth to the BTE, the left-hand side will be responsible for
diffusion and drift terms, while the right-hand side is the so-called collision integral.

3.2. The Gradient Expansion
One interested in deriving the BTE wish to see how the distribution function

chance over time, i.e., the scattering in and out of a volume in the phase space. However,
due to the uncertainty principle, we’re not interested in determining the accurate position
a particle, otherwise we wouldn’t be able to determine the momentum (KADANOFF,
2018). Thus, we consider that the disturbance changing the the distribution function vary
slowly over macroscopic distances, enabling one to determine also the momentum, at a
cost of working with macroscopic variables (RAMMER; SMITH, 1986). Therefore, we use
Wigner coordinates

R = r1 + r1′

2 , r = r1 − r1′ , (3.12)

T = t1 + t1′

2 , t = t1 − t1′ , (3.13)

and the compact notation introduced by (RAMMER, 2007),

X = (T,R), x = (t, r), (3.14)

p = (E,k), xp = −Et+ k · r. (3.15)
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The variables (r, t) describes the microscopic properties of the system and (R, T ) a
shift of the reference frame to the center-of-mass system, describing the macroscopic prop-
erties ruled by the non-equilibrium features of the state under consideration (RAMMER;
SMITH, 1986).

According to the Appendix D, the convolution form of Eq.(3.3) in the Wigner
coordinates are

(A⊗B)(X, p) = e
i
2 (∂A

X∂
B
p −∂A

p ∂
B
X)A(X, p)B(X, p). (3.16)

One now performs the so-called gradient expansion, which consists in an expansion
up to first order of the exponential function in Eq. (3.16)

(A⊗B)(X, p) ≈ A(X, p)B(X, p) + i

2
(
∂XA(X, p)∂pB(X, p)

)
− i

2
(
∂pA(X, p)∂XB(X, p)

)
,

(3.17)
therefore, the (anti-) commutators in Eq.(3.3),

i[A,B]c = [A⊗,B]p, (3.18)

{A,B}c = AB +BA. (3.19)

The subscript p indicates that we are dealing with the commutator in Wigner
coordinates. It also recalls the resemblance of the commutator written in such coordinates,
to the Poisson bracket of classical mechanics due to

[A⊗,B]p = (∂AX∂Bp − ∂Ap ∂BX)A(X, p)B(X, p), (3.20)

[A⊗,B]p =
(
∂AE∂

B
T − ∂AT ∂BE −∇A

k · ∇B
R +∇A

R · ∇B
k

)
A(X, p)B(X, p). (3.21)

We have in mind a Fermi system out of equilibrium induced by a slowly varying
potential V (R, T ). Hence, the inverse Green’s function is

G−1
0 = E − εk − V (R, T ) (3.22)

where εk = k2

2m the energy of a single particle.

In a system with low impurity concentration, the self-energies are so small enable
one to consider them as constants (RAMMER; SMITH, 1986). The commutators carrying
Re Σ and ΣK on the left side of Eq.(3.11) vanishes, leaving only

[G−1
0
⊗,GK ]p = ∂TG

K(E,k,R, T ) + ∂EG
K(E,k,R, T )∂TV (R, T )

+∇RG
K(E,k,R, T ) · ∇kεk −∇kG

K(E,k,R, T ) · ∇RV (R, T ), (3.23)

while the right hand side becomes

iΣKA− iΓGK . (3.24)

Equation (3.23) will be responsible for the drift-diffusion equation and Eq.(3.24)
will become the collision integral.
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3.3. The quasi-particle approximation
We have assumed a very important approximation, of a dilute gas. It has led to

the vanishing of some terms on the left hand side. By considering weak interactions we’re
doing the so-called quasi-particle approximation. To show what it means, we start from
Eq.(2.50) and the Dyson equation for the retarded and advanced components∗

GR(E,k,R, T ) = 1
G−1

0 − ΣR
, GA(E,k,R, T ) = 1

G−1
0 − ΣA

. (3.25)

subtracting both equations, using Eqs. (3.9), (3.10) and using

A(E,k,R, T ) = i(GR −GA) = i(G> −G<) (3.26)

we find a spectral function for the non-equilibrium case

A(E,k) = Γ(E,k)(
G−1

0 + Re Σ
)2

+
(
Γ/2

)2 (3.27)

For the non-equilibrium case the spectral function has a Lorentzian function
character. However, for the case of a small rate of collisions, i.e., small self-energies and
weak interactions, the Γ function becomes small and Re Σ turning the Lorentzian into a
peaked function. Therefore, we approximate the spectral function to a Dirac delta

A(E,k,R, T ) = 2πδ(E − εk − V (R, T )). (3.28)

A(E,k,R, T ) = 2πδ(E −G−1
0 ). (3.29)

From Eq.(3.28), the spectral function is peaked in the variable E very much alike
the spectral function for the unperturbed case. This approximation physically means we
are considering that between collisions, the electron moves as a free particle, suffering no
interaction whatsoever (RAMMER, 2007).

For the equilibrium Green’s functions we have similar relations to Ref. (BRUUS;
FLENSBERG, 2004)

iG>(E,k,R, T ) = A(E,k,R, T )(1− fk), (3.30)

−iG<(E,k,R, T ) = A(E,k,R, T )fk, (3.31)

The difference here is that f has variables (k,R, T ) and is a non-equilibrium distribution
function. According to Eq.(2.17) and (3.28) the Keldysh component also has a Dirac delta
character

GK(E,k,R, T ) = 2πiδ(E − εk − V (R, T ))(1− 2fk). (3.32)
∗Note that according to Eq.(2.114) this is not valid for the Keldysh component.
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therefore, if A is a peaked function so does GK . It is useful to define a distribution function
h

h(k,R, T ) = − 1
2πi

∫ ∞
−∞

dEGK , (3.33)

so that
h = 1− 2fk. (3.34)

The distribution h is then related to the Keldysh component by

GK = 2πiδ(E − εk − V (R, T ))h. (3.35)

One considering the quasi-particle approximation starts noticing that the equations
for non-equilibrium takes similar forms of those for the equilibrium case.

3.4. The Boltzmann Equation

In this section we finally derive the BTE. One start by integrating − 1
2πi

∫∞
−∞ dE

in Eq.(3.23) and employing the quasi-particle approximation, the left-hand side yields

(∂T +∇kεk · ∇R −∇RV (R, T ) · ∇k)h(k,R, T ), (3.36)

by integrating, the term carrying a derivative over E vanishes. Doing the same thing for
the right-hand side in Eq.(3.24)

ΣK(εk + V (R, T ),k,R, T )− Γ(εk + V (R, T ),k,R, T )h(k,R, T ). (3.37)

There’s still need to evaluate the term responsible for the collision integral, Eq.(3.37).
The self-energies can take a vast array of forms responsible for infinity ways of interactions.
We consider the simplest case, the impurity scattering. It consists of a short-ranged disorder
potential V (r) = ∑

i v0δ(r−Ri) from (SHEN; RAIMONDI; VIGNALE, 2014). Ri is the
position of impurities placed randomly in the system having an average density ni. One has
to compute the impurity average as in reference (RAMMER, 2018) and take the so-called
born approximation. The zeroth order self-energy diagram is given by (??)

Σ0 = . (3.38)

Σ0(E,k,R, T ) = niv
2
0
∑

k
G(E,k′,R, T ). (3.39)
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Once the self-energies are defined, one has to compute the Γ and ΣK functions. We
recall the relations (3.9) and (3.7)

Γ(εk + V (R, T ),k,R, T ) = i
[
ΣR(εk + V (R, T ),k′,R, T )− ΣA(εk + V (R, T ),k′,R, T )

]
,

(3.40)

= niv
2
0
∑
k′
i
[
GR(εk + V (R, T ),k′,R, T )−GA(εk + V (R, T ),k′,R, T )

]
,

(3.41)

= niv
2
0
∑
k′
A(εk + V (R, T ),k′,R, T ), (3.42)

and according to the analytic expression for the self-energy

ΣK
0 (εk + V (R, T ),k,R, T ) = niv

2
0
∑

k
GK(εk + V (R, T ),k′,R, T ). (3.43)

The functions A and GK were discussed last section, they have a delta feature,
similar to equilibrium. Therefore,

Γ(εk + V (R, T ),k,R, T ) = niv
2
0
∑
k′

2πδ(εk − εk′), (3.44)

ΣK
0 (εk + V (R, T ),k,R, T ) = niv

2
0
∑
k′

2πδ(εk − εk′)h(k′,R, T ). (3.45)

Replacing these results in Eqs.(3.36) and (3.37)

(∂T+∇kεk·∇R−∇RV (R, T )·∇k)h(k,R, T ) = −2πniv2
0
∑
k′
δ(εk−εk′)

(
h(k,R, T )−h(k′,R, T )

)
.

(3.46)

One can also write the BTE using the more familiar distribution function presented
in Eq.(3.33)

(∂T +∇kεk · ∇R −∇RV (R, T ) · ∇k)fk = −2πiniv2
0
∑
k′
δ(εk − εk′)

(
fk − fk′

)
. (3.47)

(∂T +∇kεk · ∇R −∇RV (R, T ) · ∇k)fk = Icoll (3.48)

It should be clear that the BTE assume many forms, altered either by the choice of the
Hamiltonian and/or by the type of interaction. The self-energy for impurity scattering
have higher order terms that gives rise to more collision integrals (SHEN; RAIMONDI;
VIGNALE, 2014). Nonetheless, to derive the BTE for this simple case and using the
Keldysh formalism sets the stage to easily introduce modifications so that one can describe
the system in mind, as we shall see in the next section when spin is included.
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3.5. The Quantum Spin Boltzman Equation
In this dissertation we introduce the non-equilibrium formalism aiming to investigate

spin-dependent phenomena. Mastering this formalism pays off when it comes to introduce
corrections to the BTE derived and actually get physical results. We have determined the
spinless transport Boltzmann equation, the good news is, to include the spin drift-diffusion,
for now, we only work on the left hand side of Eq.(3.47), however, an approximation has
to be made and will be discussed bellow.

In the first chapter we’ve seen that the inverse Green’s functions carries the
Hamiltonian

G−1
0 = E −H (3.49)

where H = εk + Hsoc
k + Hr = Hk + Hr. Hsoc

k is the Hamiltonian responsible for the
spin-orbit interaction. One replaces the inverse Green’s function to Eqs.(3.17) and (3.23)

[G−1
0
⊗,GK ]p = G−1

0 (X, p)GK(X, p) + i

2
(
∂XG

−1
0 (X, p)∂pGK(X, p)

)
− i

2
(
∂pG

−1
0 (X, p)∂XGK(X, p)

)
−GK(X, p)G−1

0 (X, p)− i

2
(
∂XG

K(X, p)∂pG−1
0 (X, p)

)
+ i

2
(
∂pG

K(X, p)∂XG−1
0 (X, p)

)
,

(3.50)

[G−1
0
⊗,GK ]p = G−1

0 GK + i

2
(
− ∂TG−1

0 ∂EG
K +∇RG

K · ∇kG
−1
0

)
− i

2
(
− ∂EG−1

0 ∂TG
K +∇kG

−1
0 · ∇RG

K
)

−GKG−1
0 −

i

2
(
− ∂TGK∂EG

−1
0 +∇RG

−1
0 · ∇kG

K
)

+ i

2
(
− ∂EGK∂TG

−1
0 +∇kG

K · ∇RG
−1
0

)
. (3.51)

by integrating over E according to Eq.(3.33) some of the the derivatives vanishes and
using Eqs.(3.34) and (3.49) we obtain

∂tfk + i[Hk, fk] + 1
2{∇kHk,∇rfk} −

1
2{∇rHr,∇kfk} = Ik. (3.52)

Eq (3.52) is the Spin Transport Boltzmann equation. By considering a spin-orbit
part in the Hamiltonian, the left-hand side get additional terms. As for the right hand side,
when one consider the quasi-particle approximation, the denominator Eq. (3.27) carries
G−1

0 . Therefore, the delta function in Eq.(3.28) should also carry the additional spin-orbit
Hamiltonian term. However, the effects of Hsoc

k are so small compared to the other terms
of the Hamiltonian that we choose to retain the gradient approximation as if nothing had
changed on the right hand side. Although is a bold assumption, it produces good results
to the end of our main research interest†.

†To a reader interested, Ref. (SHEN; RAIMONDI; VIGNALE, 2014) overcome this problem. However,
this process yields more terms in the collision integral that we are not interested here.
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In order to give a familiar face to the SBTE, we have changed the R and T variables
to r and t, respectively. Notice that this is just a change of notation, r and t are still center
of mass variables.

Obtaining Eq. (3.52) was definitely a formidable task. However, so far one has only
taken the first step towards its application on a whole variety of systems, which may range
far beyond spin-dependent phenomena.
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4 Applications and Results

In this chapter we show one of the possible applications for the formalism presented
before. On the first section we solve the Hamiltonian for a GaAs system considering the
Rashba and Dresselhaus spin-orbit interaction. Then we discuss how to obtain the drift and
diffusion equations for the PSH regime. This lead to an important result we’ve achieved.
We have been able to also derive a drift-diffusion equation for two subbands and solved
for the so-called crossed PSH regime.

4.1. 2D GaAs Quantum well
A crystallographic inversion asymmetry and an external electrical field gives rise to

the Dresselhaus and Rashba spin orbit interactions (DRESSELHAUS, 1955). The GaAs
system is such that the conduction band has a discontinuity forming a quantum well as
shown in figure 8 a). For the one subband case we have to solve the hamiltonian

H = p2

2m +HRashba +HDresselhaus, (4.1)

where the Rashba and Dresselhaus contributions are respectively given by

HRashba = α(σxky − σykx), (4.2)

HDresselhaus = β(σxky + σykx). (4.3)

The Hamiltonian in Eq. 4.1 gives rise to energy subbands as depicted in figure 8 b).

The PSH arises in two situations, when α = β or α = −β. For the first case, the
Hamiltonian simplifies to

H = ~2k2

2m + 2ασxky. (4.4)

Diagonalizing it, we find the eigenvalues

ε± = ~2k2

2m ± 2αky. (4.5)

The Hamilonian in Eq.(4.4) commutes with σx for all ‖, therefore the eigenstates
of σx are also eigenstates of H. These eigenstates are illustrated in the k-space diagram in
figure 8 c) creating a vertical pattern. For the case where α = −β, the results are similar,
but the resulting pattern in horizontal.
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Figure 8 – a) A quantum well formed in the GaAs with an electric field inducing the Rashba
spin-orbit interaction α. b) The subbands arising as solution to the Schöndinger
equation. c) The spin eigenstates plotted in k-space for a Hamiltonian containing
respectively only rashba, only Dresselhaus and in the uniaxial regime (α = β),
which will lead to the PSH.

4.2. Drift-Diffusion Equations

In this section we derive a very import result from the SBTE, the drift-diffusion
equations. We point out that if one wants a more general equation for impurity scattering,
other terms for the collision integral have to be considered, as in reference (SHEN;
RAIMONDI; VIGNALE, 2014). Once more orders of the impurity self-energy are accounted
(RAIMONDI et al., ), more collision integrals appear, for instance, terms responsible for
impurity spin-orbit coupling. In this dissertation we consider the simplest case of the
zeroth order( in the SOC intensity) and we shall work separately in the right and left
hand sides. We will compute the angular average in both sides, starting by the collision
integral. The sum over the vector k′ = (k, θ′) is turned into a sum over the modulo k′ and
the angular component θ′

∑
k′
→
∑
k′

∑
θ′
→
∑
k′

∫ dθ′

2π , (4.6)

where we keep a shorthand notation ∑k′ =
∫
k′dk′, therefore,

Ik = −2πniv2
0
∑
k′

∫ dθ′

2π δ(εk − εk′)
(
fk′,θ′ − fk,θ

)
. (4.7)

Defining the time relaxation as shown in (RAMMER, 2007) and also the average
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distribution function (SHEN; RAIMONDI; VIGNALE, 2014), respectively

1
τ0

= 2πniv2
0
∑
k′
δ(εk − εk′) = nimv

2
0, (4.8)

∫ dθ′

2π fk
′,θ′ = 〈fk′,θ′〉 = fk, (4.9)

the collision integral becomes
Ik = −fk − fk

τ0
. (4.10)

Notice that we haven’t taken the angular average in the first term yet.

We wish to compute an equation that describes how spin densities evolve with time.
The trick to find such equation consists in expanding the distribution function accordingly
fk = gikσi and fk = gikσi, with i = 0, x, y, z. The σ0 is a 2× 2 identity matrix and g0

k is the
charge distribution regardless of spin orientation (SHEN; RAIMONDI; VIGNALE, 2014).

For the left-hand side we consider the general Hamiltonian and the notation as in
reference (SHEN; RAIMONDI; VIGNALE, 2014)

H = εk +Hsoc
k +H(r) (4.11)

where∗

εk = k2

2m Hsoc
k =

∑
i

ki
m
Ajiσj H(r) = eE · r (4.12)

The sum runs over the index i = x, y, z, e is the electron charge, E is an external
electrical field and Aji are the components of a spin-dependent vector potential that
describes the spin-orbit interaction with the crystal lattice. The vector potential is defined
as

Ayx = mλ1, Axy = mλ2

Azx = mα′eEy, Azy = −mα′eEx
(4.13)

where λ1 = α+β and λ2 = α−β. α′ ≡ λ2

4 is the square of the effective Compton wavelength
for the GaAs and it’s essential for the extrinsic spin Hall effect (RAIMONDI; SCHWAB,
2010), a phenomena that we shall not study here. Therefore, we shall soon make α′ = 0,
however, just to get a grasp of how a general left-hand side looks like accounting this
number of terms, we keep it until otherwise. Expanding the distribution function

∂t(gikσi)+ k
m
·∇rg

i
kσi+i

[∑
i

ki
m
Ajiσj, g

i
kσi

]
+ 1

2

{∑
i

∇k
ki
m
Ajiσj,∇rg

i
kσi

}
−eE ·∇kg

i
kσi = Ik

(4.14)
∗Notice we have made ~ = 1.
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and writing its components

∂tg
0
kσ0 + k

m
· ∇rg

0
kσ0 + i

[∑
i

ki
m
Ajiσj, g

0
kσ0

]
+ 1

2

{∑
i

∇k
ki
m
Ajiσj,∇rg

0
kσ0

}
− eE · ∇kg

0
kσ0 +

∂tg
x
kσx + k

m
· ∇rg

x
kσ0 + i

[∑
i

ki
m
Ajiσj, g

x
kσx

]
+ 1

2

{∑
i

∇k
ki
m
Ajiσj,∇rg

x
kσx

}
− eE · ∇kg

x
kσx +

∂tg
y
kσy + k

m
· ∇rg

y
kσy + i

[∑
i

ki
m
Ajiσj, g

y
kσy

]
+ 1

2

{∑
i

∇k
ki
m
Ajiσj,∇rg

y
kσy

}
− eE · ∇kg

y
kσy +

∂tg
z
kσz + k

m
· ∇rg

z
kσz + i

[∑
i

ki
m
Ajiσj, g

z
kσz

]
+ 1

2

{∑
i

∇k
ki
m
Ajiσj,∇rg

z
kσz

}
− eE · ∇kg

z
kσz = Ik

(4.15)

Next we use the commutation rules for the Pauli Matrices and the Fourier transform
of ∂t = −iω and ∇r = iqi. We have to compute the commutator and the anti-commutator,
starting by the first

i

[∑
i

ki
m
Ajiσj, g

i
kσi

]
=− 2kx

m
Azxg

x
kσy − 2ky

m
Azyg

x
kσy (4.16)

+ 2kx
m
Ayxg

x
kσz − 2ky

m
Axyg

y
kσz (4.17)

+ 2kx
m
Azxg

y
kσx + 2ky

m
Azyg

y
kσx (4.18)

− 2kx
m
Ayxg

z
kσx + 2ky

m
Axyg

z
kσy (4.19)

The anti-commutator part

1
2

{∑
i

∇k
ki
m
Ajiσj,∇rg

i
kσi

}
=iAxygxkσ0 + iAyxqxg

z
kσ0 + iAzxqxg

z
kσ0 (4.20)

+ iAzyqyg
z
kσ0 + i

m
Ayxqxg

0
kσy + i

m
Azxqxg

0
k (4.21)

+ i

m
Axyqyg

0
kσx + i

m
Azyqyg

0
kσz (4.22)

By putting the Pauli Matrices in evidence, the left-hand-side becomes the Matrix



Ω iλ2τ0qy iλ1τ0qx imα′(q × v)z

iλ2τ0qy Ω 2τ0eα
′(k × E)z −2τ0kxλ1

λ1τ0qx −2τ0eα
′(k × E)z Ω 2τ0kyλ2

imα′(q × v)z 2τ0kxλ1 −2τ0kyλ2 Ω





g0
k

gxk

gyk

gzk


= Ik (4.23)

where Ω = −iωτ0 + i τ0
m

k · q − eτ0E · ∇k. Notice that τ0 comes from the denominator in
Eq.(4.10). We have derived a more general drift and diffusion matrix, however, we’re not
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interested in the extrinsic spin-orbit interaction, thus, we shall consider the limit where it
vanishes. Additionally, an external electrical field is neglected. Thus, α′ = 0 and E = 0 .
Consequently, we obtain



Ω iλ2τ0qy iλ1τ0qx 0

iλ2τ0qy Ω 0 −2τ0kxλ1

λ1τ0qx 0 Ω 2τ0kyλ2

0 2τ0kxλ1 −2τ0kyλ2 Ω





g0
k

gxk

gyk

gzk


= Ik (4.24)

The collision integral part when expanded, yields

Ik = −



g0
k

gxk

gyk

gzk


+



g0
k

gxk

gyk

gzk


(4.25)

where the matrices on the right is similarly denoted respectively by gk and gk.

Denoting the resulting matrix on the left hand side K. The BTE (4.14) can be
solved by

Kgk = −gk + gk (4.26)

gk = (I +K)−1gk (4.27)

where the subscript −1 indicates the matrix inverse. Moreover, we use the trick presented
by Ref.(LIU; SINOVA, 2012) taking the angle average over k one obtain a close equation
for the averaged distribution function vector gk

〈gk〉 =
〈
(I +K)−1

〉
gk (4.28)

the 〈.〉 means the angular average of θ.
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We search a diffusion equation of the form

∂t



N

Sx

Sy

Sz


= D(q)



N

Sx

Sy

Sz


(4.29)

where the charge density is defined as N = ∑
k g

0
k and the spin density Si = ∑

k g
i
k.

Moreover, we define the two-dimensional diffusion constant D = τ0
k2

F

2m2 . By taking
the −iω part out of Ω in Eq.(4.23), Fourier transforming back to real time and placing on
the left hand side, and making the approximation kF q

m
, |λi|kF << EF , the matrix takes

the form we were looking for

∂t



N(q, t)

Sx(q, t)

Sy(q, t)

Sz(q, t)


=



−Dq2 iqyλ2 −iqxλ1 0

−iqyλ2 −Dq2 − 1
τx

0 −4iDmqxλ1

−iqxλ1 0 −Dq2 − 1
τy

4iDmqyλ2

0 4iDmqxλ1 −4iDmqyλ2 −Dq2 − 1
τz





N(q, t)

Sx(q, t)

Sy(q, t)

Sz(q, t)


(4.30)

In Eq.(4.30) we have also defined the relaxation times

1
τx

= D4m2λ2
1 (4.31)

1
τy

= D4m2λ2
2 (4.32)

1
τz

= D4m2(λ2
1 + λ2

2) = 1
τx

+ 1
τy

(4.33)

which comes from the Dyaknov-Perel mechanism.

4.3. Persistent Spin Helix (PSH)

Equation (4.30) now takes a beautiful and manageable form. Therefore, we shall
use it to determine how the spin densities in the ẑ direction evolves with time in the PSH
regime. Consider α = β, thus, λ2 = 0 and all the terms carrying it vanishes. The diffusion
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equation for the PSH is then

∂t



N(q, t)

Sx(q, t)

Sy(q, t)

Sz(q, t)


=



−Dq2 0 −iqxλ1 0

0 −Dq2 + 1
τx

0 −4iDmqxλ1

−iqxλ1 0 −Dq2 0

0 4iDmqxλ1 0 −Dq2 + 1
τx





N(q, t)

Sx(q, t)

Sy(q, t)

Sz(q, t)


, (4.34)

where v1 = 4Dmλ1.

Eq.4.34 can be broken into

∂t

Sx(q, t)
Sz(q, t)

 =

−Dq2 − 1
τx

−iv1qx

iv1qx −Dq2 − 1
τx


Sx(q, t)
Sz(q, t)

 , (4.35)

and

∂t

N(q, t)

Sy(q, t)

 =

−Dq2 iλ1qx

iλ1qx −Dq2 − 1
τx


N(q, t)

Sy(q, t)

 . (4.36)

We’re interested in how the spin in ẑ direction behave. Thus, we take the first
block and use the Ansatz

Sx(q, t)
Sz(q, t)

 =

sx(q, t)
sz(q, t)

 e−(Dq2+ 1
τx

)t. (4.37)

Replacing Eq.(4.37) into Eq.4.35

∂t

sx(q, t)
sz(q, t)

 = v1qx

0 −i

i 0


sx(q, t)
sz(q, t)

 , (4.38)

sx(q, t)
sz(q, t)

 = ev1qxσyt

s
0
x(q, 0)

s0
z(q, 0)

 . (4.39)

Expanding the exponential we getsx(qx, t)
sz(qx, t)

 =

 cosh(v1qxt) −isinh(v1qxt)

isinh(v1qxt) cosh(v1qxt)


s

0
x(qx, 0)

s0
z(qx, 0)

 . (4.40)
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Taking s0
z = 1 and s0

x = 0, i.e., in the ẑ direction the spins are up and down in the
x̂ direction. Imposing the initial condition the equation gives

Sx(q, t) = −ie−Dtq2
e−

t
τx sinh(v1qxt), (4.41)

Sz(q, t) = −ie−Dtq2
e−

t
τx cosh(v1qxt). (4.42)

We wish to see how the spin evolves in ẑ, hence, taking the inverse Fourier transform
of q components of Sz(q, t)

e−Dtq
2
y → e

−y2
4Dt

√
2Dt

, (4.43)

e−Dtq
2
xcosh(v1qxt)→

e
−x2
4Dt

√
2Dt

e
tv2

1
4D cos(v1x

2D ). (4.44)

The time evolution of the spin densities in the ẑ direction is given by the equation

Sz(r, t) = e−
r2

4Dt

2Dt cos(κx), (4.45)

where κ = v1
2D .

One notice that the term responsible for time relaxation vanishes, remaining only
two terms on the right hand side. The first responsible for diffusion and the second for the
spin precession. This result presents a beautiful pattern as depicted in figure 9.

Figure 9 – The time evolution of the spin polarization in the ẑ direction. The blue color
represents spin up and red color spin down.

The interesting thing about the PSH regime is that although we have considered
the integral collision and a non-ballistic approach, there’s no relaxation time for the regime
and the spin polarization evolves in time creating the pattern presented in figure 9.

Sure is a long way to derive these results, however, approaching this kind of system
based in a elegant and essential formalisms, such Keldysh and non-equilibrium Green’s
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function, one is able to built a strong foundation to analyze difficult systems that they
wouldn’t otherwise.

4.4. The drift-diffusion equation for two subbands
In this section is presented a recent preliminary result we’ve achieved by implement-

ing all the tools and formalism learned writing this thesis. The mathematical steps are
not displayed in deeper details. The extra complexity of the two-subband systems lead to
long cumbersome equations that have been manipulated using the Wolfram Mathematica
software. Instead, we choose to show show only a summary of the necessary steps to
reproduce these results, and a general discussion. We have also solved it numerically for
the PSH regime. Our results show divergences with respect to the current literature (FU
et al., 2016), where a heuristic analysis of the two-subbands problem is introduced. Indeed
we find that the two-subband PSH might fall into two possible regimes regarding the
interband coupling, which matches and formalizes the discussion of (FERREIRA et al.,
2017). The results of (FU et al., 2016) are only partially recovered for large spin-orbit
couplings and very clean samples (large τ0). However, as we’ll see next, the complexity of
the two-subbands problem require numerical analysis, thus the conclusions drawn here are
only preliminary and a more detailed discussion will be the focus on a future publication.

The fundamental character playing a role in the drift-diffusion equation is the
self-energy. It’s a key function in building the collision integral. Hence, if one were to
include two subbands it should start by analyzing it. As a first result, we would like to keep
it simple and consider again the scattering with scalar delta-impurities. Nonetheless, with
the mathematical formalism presented, one is able to include (with a few adjustments) as
many interactions as necessary.

In section 3.4 we had to take the impurity average of the propagator in order to
determine the self-energy. For two-subbands the development is identical, but now we have
to carry the subband label. Within the Born approximation, we calculate the impurity
average of the second order scattering process to find

〈Vµb,µc(kb, kc)Vµc,µa(kc, ka)〉 = Nδb,av
2
0 〈P 〉b,c . (4.46)

where 〈P 〉b,c =
∫
dZ|ϕµb

(Z)|2|ϕµc(Z)|2 is a structural factor that arises in the two-subbands
case, and ϕµ(z‘) are the subband eigenstates due to the confinement along z. This will be
discussed bellow. The variable Z is the component of the position vector of the impurity
in the ẑ axis. We have also made a change of basis to |j, k, σ〉 = |µ, k〉 and µ carries the
information about the spin σ and the subband j.

We’re looking for a drift-diffusion equation in a GaAs system, such system forms a
quantum well, and interestingly enough, for two subbands, the impurity average structure
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now depends on the symmetry of the quantum well due to the Z integral in Eq. (4.46).
Solving the Hamiltonian for an infinity quantum well yields eigenstates with sines and
cosines. However, in order to have Rashba spin orbit interaction, an external electrical field
has to be applied, deforming the quantum well. A numerical analysis of 〈P 〉b,c is shown in
Fig. 10 as a function of the electric field. For a symmetric quantum well it has a delta
character as

〈P 〉b,c = 1 + 1
2δµb,µc . (4.47)

As expected the self-energy carries a matrix form due to the subband labeling

Σ =

Σ1 0

0 Σ2

 , (4.48)

or

Σj = Nv2
0
∑
jc,kc

Gjc(kc)Pj,jc , (4.49)

where Gjc(kc) are 2× 2 matrices in spin space for each subband j.

Determining the self-energy for the two subband case, enables one to reconstruct
the collision integral. We first demonstrate how some important functions take a matrix
form in the two subbands case, for instance, the spectral function within the quasi-particle
approximation is

A(E,k,R, T ) =

2πδ(E − ε1,k − V (R, T ))I2×2 0

0 2πδ(E − ε2,k − V (R, T ))I2×2

 ,
(4.50)

where the labels 1 and 2 in εk indicates the subband. Whilst for the Keldysh component
off the Green’s function

GK(E,k,R, T ) =

2πδ(E − ε1,k − V (R, T ))h1 0

0 2πδ(E − ε2,k − V (R, T ))h2

 , (4.51)

where h1 ≡ h1(E,k,R, T ) and h2 ≡ h2(E,k,R, T ) are 2× 2 matrix distribution functions
in spin space analogous to the one defined in Eq. (3.33).

According to Eqs.(3.44) and (3.45) we encounter the collision integral for two
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Figure 10 – (left) Wave-functions ψ(z) for a tilted quantum well. (right) Result of
〈P 〉µb,µc,µa

for different µb, µc combinations as a function of the electric field.
Here [b,c] range from the first subband (0) to the second (1). Everything is in
arbitrary units. If needed, we have to fix the units properly.

subbands†

Ik =


∑
θ′1

1
τ11

[
f1,k′ − f1,k

]
+∑

θ′2
1
τ12

[
f2,k′ − f1,k

]
0

0 ∑
θ′2

1
τ22

[
f2,k′ − f2,k

]
+∑

θ′1
1
τ21

[
f1,k′ − f2,k

]
 .

(4.52)

We have defined

1
τ11

=
∑
k′1

niv
2
02πδ(εk1 − εk′1)P11 = nimv

2
0P11, (4.53)

1
τ12

=
∑
k′2

niv
2
02πδ(εk1 − εk′2)P12 = nimv

2
0P12, (4.54)

1
τ21

=
∑
k′1

niv
2
02πδ(εk2 − εk′1)P21 = nimv

2
0P21, (4.55)

1
τ22

=
∑
k′2

niv
2
02πδ(εk2 − εk′2)P22 = nimv

2
0P22. (4.56)

which can be summarized as τ−1
jj′ = τ−1

0 Pjj′ . Therefore, the collision integral can be written

Ik =
∑
jc

1
τ0

[
− fj,k + 〈fjc,k′〉

]
Pj,jc , (4.57)

where the 〈.〉 represents the angular average taken due to ∑θ′jc
in Eq.(4.52).

The left-hand side also becomes a 4× 4 matrix due to the subband labeling

∑
jc

∂tfjc,k + i[Hjc,k, fjc,k] + 1
2{∇jc,kHjc,k,∇rfjc,k} −

1
2{∇rHr,∇jc,kfjc,k} = Ik. (4.58)

†We have also used Eq.(3.34) to write it in terms of the f distribution.
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As in section 4.2 one needs to perform the distribution function expansion. For the
two subbands case we do it accordingly fj,k = gij,kσi and 〈fjc,k〉 =

〈
gijc,k

〉
σi. Therefore,

what is was once a 4x4 matrix, for two subbands becomes a 8x8 matrix. The left-hand
side it’s a huge matrix and we won’t display it here but the final result. The same
approximations and Fourier transforms used to find the 4x4 K in Eq.(4.24) are also used
to determine the 8x8 matrix, however this time carrying the subband band index label.
What follows next are very similar steps as in Eqs. (4.26) to (4.28)

τ0Kjcgj,k =
∑
jc

[
− gj,k + 〈gjc,k〉

]
Pj,jc ,∑

jc

[τ0Kjc + I8×8Pj,jc ]gkj
=
∑
jc

〈gjc,k〉Pj,jc , (4.59)

gkj
=
∑
jc

[τ0Kjc + I8×8Pj,jc ]−1 〈gjc,k〉Pj,jc , (4.60)

where the vectors are gj,k = [g0
1,k, g

x
1,k, g

y
1,k, g

z
1,k, g

0
2,k, g

x
2,k, g

y
2,k, g

z
2,k]T and

〈gjc,k〉 =
[ 〈
g0

1,k

〉
,
〈
gx1,k

〉
,
〈
gy1,k

〉
,
〈
gz1,k

〉
,
〈
g0

2,k

〉
,
〈
gx2,k

〉
,
〈
gy2,k

〉
,
〈
gz2,k

〉 ]T
. The T stands for

transpose and 1, 2 for the subbands.

From the last section we’ve seen it that one is able to close Eq.4.60 by taking the
angular average in the left-hand side. Therefore,

〈gj,k〉 =
∑
jc

〈
[τ0Kjc + I8×8Pj,jc ]−1

〉
〈gjc,k〉Pj,jc . (4.61)

The procedure to find the the drift-diffusion for two subbands is the same as for the
4x4 drift-diffusion matrix in section 4.2. One has to Fourier transform back the variable ω
inside Kjc to t and define the drift-diffusion equation as

The two subbands diffusion equation is

∂

∂t



N1(q, t)

~S1(q, t)

N2(q, t)

~S2(q, t)


= −


D1(q) + γ1I4

P12

P11
D1(q)− γ1I4

P21

P22
D2(q)− γ2I4 D2(q) + γ2I4





N1(q, t)

~S1(q, t)

N2(q, t)

~S2(q, t)


, (4.62)

where the 8-vectors [N1, ~S1, N2, ~S2]T = [N1, S1x, S1y, S1z, N2, S2x, S2y, S2z]T are written in
a compact notation, and I4 is a 4× 4 identity matrix. The diffusion matrix Dj(q) for each
subband j is
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Dj(q) =



Djq
2 −iθ(xj)

SH Djqj1qy −iθ(yj)
SH Djqj2qx 0

−iθ(xj)
SH Djqj1qy Djq

2 + 1
τxj

0 2iDjqj1qx

−iθ(yj)
SH Djqj2qx 0 Djq

2 + 1
τyj

−2iDjqj2qy

0 −2iDjqj1qx 2iDjqj2qy Djq
2 + 1

τxj
+ 1

τyj


. (4.63)

The elements on these matrices are

Dj = 1
(Pj1 + Pj2)

τ0k
2
Fj

2m2 , (4.64)

γj = P12(Pj1 + Pj2)
Pjjτ0

, (4.65)

qj1 = 2mλj1 = 2m(βj + αj), (4.66)

qj2 = 2mλj2 = 2m(βj − αj), (4.67)

θ
(xj)
SH = −qj2/qj12mDj

+ qj1qj2τ0

2m (Pj1 + Pj2)
, (4.68)

θ
(yj)
SH = −qj1/qj22mDj

+ qj1qj2τ0

2m (Pj1 + Pj2)
, (4.69)

1
τxj

= Djq
2
j1, (4.70)

1
τyj

= Djq
2
j2. (4.71)

Here Dj is the diffusion constant for each subband j, θSH is the spin Hall angle (SHEN;
RAIMONDI; VIGNALE, 2014) that couples the charge and spin subspaces for each
subband j, qj1 and qj2 are the spin-orbit intensities written in units of momentum, and γj
are subband relaxation rates.

Notice that some terms on Eq.(4.62) are novel and have not yet been discussed in
the literature. However, due to the complexity of this 8×8 matrix equation, we do not
have yet proper interpretation for the effect of all terms on the spin-charge dynamics. To
accomplish this, further systematic numerical analysis is required, which will be developed
in a future publication. To obtain Eq. (4.62) we have followed approximations equivalent
to those in the single subband regime.

4.5. Crossed PSH regime
To illustrate the results of the spin dynamics with two subbands, we consider the

crossed PSH (cPSH) regime (FU et al., 2016) (FERREIRA et al., 2017). There, the first
subband is set on the PSH regime with α1 = +β1, while the second subband is set on a
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Table 4 – Parameters for the two subbands PSH model on the crossed PSH regime [citar
Gerson/PRB] with α1 = β1 and α2 = −β2. The values of β1 = β2 range from
the a typical 0.37 meV nm to an exaggerated 5.0 meV nm.

Parameter Value Description

m 0.067m0 Effective mass (GaAs)

ns 8× 1011 cm−2 2DEG density

ε2 − ε1 7 meV Subband energy splitting

(n1, n2) (5.0, 3.0) ×1011 cm−2 Density per subband

β1 = β2 0.37 – 5.0 meV nm Linear Dresselhaus for each subband

τ0 1 ps Momentum scattering time

transverse PSH regime with α2 = −β2 [see spin textures in k-space in Figure 8(c)]. The
full set of parameters considered here are shown in Table 4, which were extracted from
Ref.(FERREIRA et al., 2017). This table shows two possible values for the spin-orbit
intensity (0.37 and 5.0 meV nm). The first is a typical value for GaAs quantum wells,
while the second is an exaggeratedly large value that we choose to illustrate the effects of
the SOC intensity on the spin dynamics.

When the subbands are set on the cPSH regime with orthogonal uniaxial spin
textures (α1 = β1 for the first subband, and α2 = −β2 for the second), scattering from one
subband to the other require a spin rotation that cannot be induced by scalar impurities.
Therefore, a recent heuristic derivation of the spin drift-diffusion equation have assumed
that the subbands are uncoupled in this regime (FU et al., 2016). In contrast, the random
walk model of Ref. (FERREIRA et al., 2017) considers two possible regimes for the
intersubband coupling.

Indeed, we find here that, depending on the SOC intensity, the spin dynamics
follow either a weak or strong intersubband coupling regime. To classify these regimes,
notice that the SOC splits each subband further into spin “sub”-subands, as shown in
Figure 8. This spin-splitting can be roughly estimated by the SOC energy E(j)

SOC ≈ βjk
(j)
F

for each subband. Complementary, the impurity scattering induces a energy broadening
of ΓS ≈ ~/τ0. Therefore, if E(j)

SOC � ΓS, the spin “sub”-subands on each subband j

are effectively degenerate. Consequently, the spin-polarization of each subband shown in
Figure 8 vanishes, and the scattering between subbands is allowed, redering what we call a
strong intersubband coupling regime. On the other hand, if E(j)

SOC � ΓS intersubband
scattering is forbidden, as discussed above, due to the crossed spin polarization shown in
Figure 8. In this case we find a weak intersubband coupling regime.

Figure 11 shows the spin dynamics in the strong coupling regime. The spin pattern
in both subbands are nearly identical, apart from small differences due to their different
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diffusion constant. The overall pattern is nearly circular, which matches the heuristic
result found with a random walk model in Ref.(FERREIRA et al., 2017). There, the spin
dynamics on the strong coupling regime is approximately equivalent to that of a single
effective subband with average αeff = (α1 + α2)/2 = 0 and βeff = (β1 + β2)/2 = β1 = β2.
Since αeff = 0, this effective subband has Dresselhaus type of spin texture in k-space, as
in Figure 8. Consequently it does not match a uniaxial spin pattern and the spin diffusion
is nearly isotropic, hence the circular pattern of Fig. 11. In contrast, Fig. 12 shows the spin
diffusion in the weak coupling regime. In this case the subbands are nearly independent.
Indeed, the spin diffusion of the first subband shows horizontal stripes due to the uniaxial
PSH regime given by α1 = +β1, while the second subband shows vertical stripes due to
the orthogonal regime α2 = −β2. However, since the diffusion constant of the first and
second subbands are different, the total spin map follows the pattern of the subband that
shows a slower relaxation. If the diffusion and relaxation rates of both subbands were
equal, the total spin would show the chessboard pattern discussed in Refs. (FU et al.,
2016), (FERREIRA et al., 2017). However, this regime can only occur for large SOC, such
that E(j)

SOC � ΓS, which might not be achievable in real samples.
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Figure 11 – Spin diffusion for the first (left), second (center) subband and total spin density
at different times t. Here the parameters follow Table 4 with β1 = β2 = 0.37
meV nm. Since the SOC is small, it shows the strong intersubband coupling
regime. The color code indicates the local spin z-component with the intensity
saturated for better visualization. The overall intensity falls approximately as
∼ e−t/τs , with a relaxation time of τS ∼ 50 ps, extracted from the numerical
results.
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Figure 12 – Spin diffusion for the first (left), second (center) subband and total spin density
at different times t. Here the parameters follow Table 4 with β1 = β2 = 5.0
meV nm. Since the SOC is large, it shows the weak intersubband coupling
regime. As in Fig. 11, the color code is saturated, and the overall intensity
falls as ∼ e−t/τs , with τs ∼ 1 ps.
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5 Conclusions

In this dissertation we have aimed to learn the non-equilibrium Greens function
formalism, a complex however necessary approach for the spin drift-diffusion, which is
an essential topic linked to our research field of interest, spintronics. Asking how the
electron distribution function fk changes over time in a system out of equilibrium, i.e.,
determining the Boltzmann transport equation (BTE), requires a challenging formalism.
One has to use Greens functions, and luckily, the Dyson equation is able to account all
the possible interactions. However, propagators are not enough to derive the BTE and
one is compelled to use further mathematical tools, such as the Keldysh formalism and
appropriate approximations.

The Keldysh formalism is based on the equivalence of the quantum mechanic time
evolution operator to an abstract contour as in Figure 3. It enables a infinity string of
operators to be broken down into pairs, turning impossible equations to manageable ones.
Then, one is able to build the Keldysh space, a cornerstone of our work. The very fascinating
characteristic of the propagators given by the Keldysh space, is that they still keep the
statistical essence of the Dyson equation, enabling one to construct a non-equilibrium
Dyson equation in the Keldysh space. Therefore, also yielding the kinetic equations.

Mastering the formalism really paid off when including spin in the BTE and deriving
the spin drift-diffusion equation. With systematic derivations, we have been able to solve
it for the persistent spin helix (PSH) regime forming the beautiful pattern shown in Figure
9. If the Keldysh formalism wasnt a challenged enough, weve also been able to extend the
PSH towards novel system: a formal derivation of the spin drift-diffusion equation for two
subbands. The derivation process follows straightforward from the single subband case,
except we now have a 8 Œ 8 matrix equation. We have found that the diffusion constant,
as well as other dynamical paramters, are subband dependent and defined by an structural
factor that depends on the geometry of the confining quantum well.

In view of a new result, theres yet much to be comprehend about it. Regardless, our
result have shown different patterns for a weak and strong intersubband coupling regimes,
corroborating the heuristic Random Walk model from Ref. (FERREIRA et al., 2017). We
have found that these regimes are defined by the interplay between the spin-orbit energy
splitting, and the energy broadening induced by the impurity scattering.

We have used approximations such as the quasi-particle and the low impurity
limit. To avoid complications we had to assume that spin-orbit interaction and subband
correlations in the spectral function were negligible. Eventually, these approximations will
have to be revised in order to build a more general equation that accounts for subbands
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crossings. Despite of that, the obtained equations already shine a light into the spin
relaxation time for the two subbands problem.

The next steps of our research are a meticulous numerical analysis of our equations
for two subbands, since the complexity of the 8 × 8 matrix equation does not seem to
hold useful analytical solutions. Particularly, our next goal is comprehend how the spin
relaxation time depends on the spin-orbit couplings and structural factors for weak and
strong intersubband coupling regime. Together with the results already presented in this
dissertation, this complement shall be soon submitted for publication. Additionally, these
analysis can be compared to recent experimental (unpublished) results obtained by our
collaborators.

As future perspectives, we intend to turn our attention to the spin diffusion in
topological insulators and crossings of Landau levels on GaAs quantum wells. The strong
spin-orbit coupling of topological insulators shall yield non-trivial bulk diffusive dynamics,
while its topological edge states might add yet another degree-of-freedom for the dynamics.
The diffusive dynamics on Landau level crossings is yet unexplored, and its interplay with
the spin-orbit couplings and electron-electron interactions is complex and interesting topic
that can be investigated with the formalism developed here.

In conclusion, the developments shown in this dissertation have given us a formal and
powerful tool to tackle a variety of distinct problems in condensed matter and, particularly,
spintronics. Thus, mastering the Keldysh and non-equilibrium Greens function formalism
will certainly enrich our future developments, allowing us to investigate novel problems,
even beyond the spin drift-diffusion ones that are presented here.
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APPENDIX A – Boltzmann weighting factor

The relation between the time evolution operator in the interaction picture between
Heisenberg’s is give by

UI(t, t0) = eiH0(t−t0)UH(t, t0), (A.1)

known as the Dyson formula. Let the Hamiltonian be composed of three terms H =
H0 + V (t), where H0 is free Hamiltonian and V (t) is a time dependent interaction. The
time evolution operators are then given by

T exp
{
−i
∫ t

t0
VI(t′′))dt′′

}
= eiH0(t−t0)eiH(t−t0) (A.2)

Taking the complex time limit t0 to t0 − iβ

T exp
{
−i
∫ t0−iβ

t0
+VI(t′′)dt′′

}
= eβH0e−βH (A.3)

The exponentials carry operators, so one must be careful handling it. We work from the
left by multiplying e−βH0

e−βH
′ = e−βH0T

(
exp

{
−i
∫ t0−iβ

t0
VI(t′′)dt′′

})
(A.4)

This is a very important result, it enables us to re-write the average Green’s
functions which eventually will allow us to use the Wick’s theorem.
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APPENDIX B – Operators using closed
contour

In this Appendix we verify the equivalence of the time evolution operator in Eq.2.60
to that Eq.2.62. We start by expanding the exponential in Eq.Eq.2.62 to the nth

ÔH(t) =
∞∑
n=0

(−i)n
n!

∫
C
dτ1 · · ·

∫
C
dτnTc(VI(τ1)...VI(τn)ÔI(t) (B.1)

The trick correspond to split the contour into two parts, c = −→c +←−c . We denote −→c
and ←−c by the forward and backward contour, respectively( note, we are NOT separating
the contour in half necessarily, as will become clear soon enough ). Now we consider that in
the forward contour we have m terms ( m contour variables), consequently the backward
part has n−m terms. So we ask ourselves, how many subsets of m terms can one take out
of the total number of terms ? We can answer this question by calculating all combinations

n!
m!(n−m)! , thus we write the integral part

∫
C
dτ1 · · ·

∫
C
dτnTc(VI(τ1)...VI(τn)ÔI(t) =

n∑
m=0

n!
m!(n−m)! (B.2)

×
∫
←−c
dτm+1 · · ·

∫
←−c
dτnT←−c

(
VI(τm+1) . . . VI(τn)

)
ÔI(t)

×
∫
−→c
dτ1 · · ·

∫
−→c
dτmT−→c

(
VI(τ1) . . . VI(τm)

)

Although the equation above looks difficult, it shows exactly what we mean by
calculating the combinations, say we choose m = 0, that means we’re a not taking any
terms from the forward contour, we are not splitting it and we have B.1 back again. Say
we chose m = 1

∫
C
dτ1 · · ·

∫
C
dτnTc(VI(τ1)...VI(τn)ÔI(t) =

n∑
m=0

n!
(n− 1)! (B.3)

×
∫
←−c
dτ2 · · ·

∫
←−c
dτnT←−c

(
VI(τ2) . . . VI(τn)

)
ÔI(t)

∫
−→c
dτ1T−→c VI(τ1)

thefore, we’ve split the contour into 1 term as the forward and n − 1 as the backward
contours.

To proceed with our analyses, we split the sum into a product of two sums
compensated by a Kronecker function, but before using it, we show why this can be done.
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Consider the sum

n∑
i

xiyi = x1y1 + x2y2 + . . . xnyn. (B.4)

Now consider the product of two sums

∞∑
i

xi
∞∑
j

yj = (x1 + x2 + n)
n∑
j

= (B.5)

= (x1 + x2 + . . . xn)(y1 + y2 + . . . yn) = x1y1 + x1y2 + . . .

This is obviously not the same sum as the first one, unless, we make it to be, by
inserting a Kronecker functions δi,j, so all terms like x1y2 are zero.Hence we split the sum
in equation B.4

∫
C
dτ1 · · ·

∫
C
dτnTc(VI(τ1)...VI(τn)ÔI(t) =

∞∑
k

∞∑
m

n!
m!k!δn,k+m

×
∫
←−c
dτ1 · · ·

∫
←−c
dτkT←−c

(
VI(τ1) . . . VI(τk)

)
ÔI(t)

×
∫
−→c
dτ1 · · ·

∫
−→c
dτmT−→c

(
VI(τ1) . . . VI(τm)

)
. (B.6)

Replacing it on B.1 we get

ÔH(t) =
∞∑
k

∞∑
m

(−i)k(−i)m
m!k!

×
∫
←−c
dτ1 · · ·

∫
←−c
dτkT←−c

(
VI(τ1) . . . VI(τk)

)
ÔI(t)

×
∫
−→c
dτ1 · · ·

∫
−→c
dτmT−→c

(
VI(τ1) . . . VI(τm)

)
. (B.7)

Recalling equations 2.62 and B.1

Tc

(
e
∫

c
dτVI(τ)ÔI

)
= T←−c

(
e
∫
←−c dτVI(τ)

)
ÔI(t)T−→c

(
e
∫
−→c dτVI(τ)

)
(B.8)

We now parameterize the forward contour as τ = t′ with t0 < t < t yielding

T−→c

(
e−i

∫
−→c dτVI(τ)

)
= T

(
e
−i
∫ t

t0
dt′VI(t′)

)
= UI(t, t0) (B.9)

and we parameterize the backward contour such as t < t′ < t0

T←−c

(
e
∫
←−c dτVI(τ)

)
= T̃

(
e
∫ t

t0
dt′VI(t′)

)
= U †I (t, t0) (B.10)
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therefore B.8 becomes

Tc

(
e
∫

c
dτVI(τ)ÔI

)
= U †I (t, t0)ÔIUI(t, t0) (B.11)

Comparing Eq.B.11 to Eq.2.57 we establish that Eq.2.62 is indeed valid.
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APPENDIX C – Wick’s Theorem

The Wick’s theorem states that we can break a string of field operators as sum of
pairs, such that a general form wished can be written as

〈
Tc
(
c(τN)c(τN−1) · · · c(τ2)c(t1)

)〉
=
∑
a.p.p

∏
qq′

〈
Tccq(τ)cq′(τ ′)

〉
(C.1)

c can be either a creation or annihilation operator

To determine if Eq.C.1 is true, consider the Hamiltonian for a bosonic system in
equilibrium H0

b → H0
b − µbNb ωq = εq − µb, the Hamiltonian

H0
b =

∑
q

hq =
∑
q

εqa
†
qaq (C.2)

For one mode from the Hamiltonian one can notice

cqhq = (hq − λωq)cq (C.3)

λ =

+1 cq = a†q

−1 cq = aq
(C.4)

cqh
n
q = (hq − λωq)ncq (C.5)

The statistical operator

ρ =
∑
q

ρq (C.6)

ρ = e−βhq

1− e−βωq
= Z−1e−βhq (C.7)

expanding the exponential in the equation above

cqρ = (eβλωq − 1)ρcq (C.8)

taking the average of the commutator with an arbitrary operator Â

〈
[cq, Â]

〉
= tr

(
ρ[cq, Â]

)
(C.9)
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employing the cyclist of the trace

〈
[cq, Â]

〉
= −tr

(
[cq, ρ]Â

)
(C.10)

〈
[cq, Â]

〉
= (1− eβλωq)tr

(
ρcqÂ

)
(C.11)

〈
[cq, Â]

〉
= (1− eβλωq)

〈
cq, Â

〉
(C.12)

If we also want to take into account fermions

〈
[cq, Â]γ

〉
= (1 + γeβλωq)

〈
cq, Â

〉
(C.13)

γ = ∓1 for bose and fermi statistics respectively

Consider a string of 2N field operators

SN =
〈
Tc
(
c(τ2N)c(τ2N−1) · · · c(τ2)c(t1)

)〉
(C.14)

In equation above the product of field operator are already under time ordering

SN =
〈 2N∏
n=1

c(τn)
〉

=
〈
c(τ2N)

2N−1∏
n=1

c(τn)
〉

(C.15)

Using equation (C.13)

SN = (1− 1eβλωq)−1
〈[
c(τ2N),

2N−1∏
n=1

c(τn)
]〉

(C.16)

the commutator

[
c(τ2N),

2N−1∏
n=1

c(τn)
]

=
[
c(τ2N), c(τ2N−1)c(τ2N−2)c(τ2N−3)

2N−4∏
n=1

c(τn)
]

(C.17)

using the properties of the commutator
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[
c(τ2N),

2N−1∏
n=1

c(τn)
]

=
[
c(τ2N), c(τ2N−1)

] 2N−1∏
n=1

c(τn)

+ c(τ2N−1)
[
c(τ2N), c(τ2N−2)

] 2N−3∏
n=1

c(τn)

+ c(τ2N−1)c(τ2N−2)
[
c(τ2N), c(τ2N−3)

] 2N−4∏
n=1

c(τn)

+ c(τ2N−1)c(τ2N−2)c(τ2N−3)
[
c(τ2N),

2N−4∏
n=1

c(τn)
]

(C.18)

if we keep expanding the commutator in the last term eventually we would get an equation
like

〈[
c(τ2N),

2N−1∏
n=1

c(τn)
]〉

=
〈 2N−1∑

n=1

[
c(τ2N), c(τn)

]〉〈 2N−1∏
n6=n′=1

c(τn′)
〉

(C.19)

which according (C.16) is written

〈[
c(τ2N),

2N−1∏
n=1

c(τn)
]〉

= (1− eβλωq)
〈 2N−1∑

n=1
c(τ2N)c(τn)

〉〈 2N−1∏
n6=n′=1

c(τn′)
〉

(C.20)

Adding back the contour ordering operator to ensure that the field operators will
be correctly placed

SN =
2N−1∑
n=1

〈
Tcc(τ2N)c(τn)

〉〈
Tc

( 2N−1∏
n6=n′=1

c(τn′)
)〉

(C.21)

Equation (C.21) has the same form as (C.1), thus is true that for a system in
equilibrium evolving with a free Hamiltonian can be broken into a sum of all possible
pairs. For the case of Fermions is the same analyses, excpet we have to use the property
[A,BC] = {B,A}C −B{C,A}.
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APPENDIX D – Convolution relation in the
Wigner coordinates

A very important step to derive the Quantum Boltzmann equation is the Gradient
expansion. It consists in expanding the convolution integrals into exponential functions
with derivatives regard the Wigner coordinates.

Consider the convolution C

C(r1, t1, r2, t2) =
∫
dt′
∫
dr′A(r1, t1, r′, t′)B(r′, t′, r2, t2), (D.1)

the Wigner coordinates

R = r1 + r2

2 r = r1 − r2, (D.2)

T = t1 + t2
2 t = t1 − t2, (D.3)

are written so that
C(r1, t1, r2, t2)→ C(r, t,R, T ). (D.4)

The Wigner coordinates introduce four new variables, the fast variables (r, t) and
the slow variables with respect to the center of mass (R, T ) which will be used for the
gradient expansion.

The tricky part and purely mathematical, is a change of variables that seams
completely arbitrary, however yielding the desired result (MACIEJKO, 2007). First for A

r1 → r1 − r′, t1 → t1 − t′.

r′ → 1
2(r1 + r′), t′ → 1

2(t1 + t′).

For B

r′ → r′ − r2, t′ → t′ − t2.

r2 → 1
2(r′ + r2), t2 → 1

2(t′ + t2).

Therefore, A
(
r1 − r′, t1 → t1 − t′, 1

2(r1 + r′), 1
2(t1 + t′)

)
and B

(
r′ − r2, t

′ − t2, 1
2(r′ +

r2), 1
2(t′ + t2)

)
. Using the Wigner coordinates we write A and B as

A(r1, t1, r′, t′) = A

(
r1 − r′, t1 − t′,R + 1

2(r′ − r2), T + 1
2(t′ − t2)

)
(D.5)

B(r′, t′, r2, t2) = B

r′ − r2, t
′ − t2,R + 1

2(r′ − r1), T + 1
2(t′ − t1)

 (D.6)
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and for the convolution

C(r1, t1, r2, t2) =
∫
dt′
∫
dr′A

(
r1 − r′, t1 − t′,R + 1

2(r′ − r2), T + 1
2(t′ − t2)

)

×

r′ − r2, t
′ − t2,R + 1

2(r′ − r1), T + 1
2(t′ − t1)

 (D.7)

A function can be expand as a Taylor Series as

f(x+ γ) = eγ∂xf(x), (D.8)

and employing it to Eq.(D.7)

C(r1, t1, r2, t2) =
∫
dt′
∫
dr′e−

1
2 (r2−r′)·∇A

r e
1
2 (t′−t2)∂A

T A

(
r1 − r′, t1 − t′,R, T

)

× e−
1
2 (r1−r′)·∇B

r e−
1
2 (t1−t′)∂B

T B

r′ − r2, t
′ − t2,R, T

. (D.9)

Calling the function Ã = A
(
r1 − r′, t1 − t′,R, T

)
e−

1
2 (r1−r′)·∇B

r e−
1
2 (t1−t′)∂B

T and B̃ =
e−

1
2 (r2−r′)·∇A

r e
1
2 (t′−t2)∂A

T B
(
r′ − r2, t

′ − t2,R, T
)

C(r1, t1, r2, t2) =
∫
dt′
∫
dr′Ã

(
r1 − r′, t1 − t′,R, T

)
B̃
(
r′ − r2, t

′ − t2,R, T
)

The integral has convolution form, therefore the Fourier Transform

C(p, E,R, T ) = F [Ã ? B̃] = Ã(p, E,R, T )B̃(p, E,R, T ) (D.10)

where
Ã(p, E,R, T )

∫ ∞
−∞

dt
∫ ∞
−∞

drA(r, t,R, T )e− 1
2 (r·∇B

R+t∂B
T ) (D.11)

Using the property of the Fourier transform of a function with a phase

F [eiγrf(r)] = f(p− a) (D.12)

According to equation (D.8)
f(p− a) = ea∇pf(p) (D.13)

Therefore

Ã(p, E,R, T ) = e
i
2 (∂B

T ∂
A
E−∇

B
R ·∇

A
p )A(p, E,R, T ) (D.14)

B̃(p, E,R, T ) = e
i
2 (∇A

R ·∇
B
p−∂A

T ∂
B
E )B(p, E,R, T ) (D.15)
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The convolution in Wigner coordinates

C(p, E,R, T ) = e
i
2

(
∂B

T ∂
A
E−∂

A
T ∂

B
E +∇A

R ·∇
B
p−∇B

R ·∇
A
p

)
A(p, E,R, T )B(p, E,R, T ) (D.16)

Before hand, we define the Fourier transform of a convolution in the Wigner
coordinates by

C(p, E,R, T ) =
∫
dt
∫
drei(Et−p·r)C(r, t,R, T ) (D.17)

or

C(p, E,R, T ) =
∫
dt
∫
drei(Et−p·r)C

(
R + 1

2r, T + 1
2t,R −

1
2r, T − 1

2t
)

(D.18)

One can write it, in a more compact and easy to manage form by taking the
variables in Eqs.3.14 and 3.15 as shown in chapter 3.


